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SYNOPSIS

The objective of this project work is to track and extract maximum power
from the wind energy scheme (WES) and to transfer this power to the local
isolated load. This avoids the design problems of the controller based on
mathematical derivation and it also introduces artificial intelligence in the control

action.

This fuzzy logic controller is designed for the wind energy conversion
scheme which uses modulation index control technique. Fuzzy algorithm adopted
in this controller are systematically formed according to intuition and experience
about the wind energy conversion scheme. This wind energy conversion controller
software based on the fuzzy control algorithms is realised using personal
computer. Since the system parameters are not needed in the implementation of the
drive system, and due inherent future of highly adaptive capability possessed by
the fuzzy controller, the performance of the controlled system is quiet robust and

insensitive to parameter and operating condition changes.

The computer simulation is carried out to prove the above characteristics



INTRODUCTION

As a method of encoding and using human knowledge in a form that is very
close to the way experts think about difficult, complex problems, "FUZZY
SYSTEM" provide facilities necessary to break through the computational

bottlenecks associated with additional decision support and expert system.

This project uses fuzzy logic controller to extract maximum power from the
wind energy uses a rule based fuzzy logic controller to control the output power of

a wind energy conversion scheme.

The fuzzy principle states that a matter of degree in chapter 1 we discuss the

basic ideas and concept of fuzzy logic.

The fuzzy logic controller is based on fuzzy logic which represent the
thinking process that human operator might go through while controlling the
system.

Chapter II presents design aspects of process control system. and various
types of feedback controllers. The limitations of the conventional controllers are

also discussed.



The wind energy convertion scheme (WECS) consists of self exciting

induction motor a diode bridge rectifier and a PWM inverter.

Chapter 111 deals with fuzzy logic controller and PID controller 1s compared
with the that of fuzzy logic controller. Chapter 1V use the brief discussion of the
parts of WECS. To overcome the difficulty in controller design a fuzzy logic
controller is designed based on fuzzy control algorithm. This is explained in

Chapter V.

The chapter VI explains procedure involved in simulation and how to

represent fuzzy logic in software.



FUZZY LOGIC

Fuzzy logic is a calculus of compatibility. Unlike probability which is based
on frequency distributions in a random population, fuzzy logic deals with
describing the characteristics of properties. Fuzzy logic describes properties that
have continuously varying values by associating partitions of these values with a
semantic label. Much of these descriptive power of fuzzy logic comes from the
fact that these semantic partitions can overlap. This overlap corresponds to the
transition from one state to the next. these transitions arise from the naturally

occurring ambiguity associated with the intermediate states of the semantic labels.

Just what is "fuzziness" Fuzziness is a measure of how well an instance
(value) conforms to a semantic ideal or concept. Fuzziness describes the degree of
membership in a fuzzy set. This degree of membership can be viewed as the level
of compatibility between an instance from the sets domain and the concept
overlaying set
1.1 VAGUENESS

Every day, the vagueness is used in the language expression and
communication. For example, the expression, " this car is fast”, "Temperature 1S

very hot" etc. .. are all vague and do not indicate any quantitative measure. They



are different from saying "The car runs at 80 MPH" or "Temperature is 45
degrees" . But vagueness is accepted, understood processed and propagated. We
accept imprecise data and vague rule and able to recognise, interpret and use them
in every day life. Fuzzy sets are generalised version of conventional sets and show

how the vagueness can be treated systematically in a mathematical framework.

1.2 MEMBERSHIP FUNCTION

It is a function describing the membership of a element "x" in a fuzzy set.
The shape of the membership function depends upon the situation in question. The
element of x corresponds to the highest grade of membership is called a model
value of the fuzzy number. The triangular membership function is the most
frequently used function and the most practical, but other shapes also used. For

example trapezoid, beta curve etc. ..

1.3 LAW OF NON-CONTRADICTION

The law of Boolean logic, if you give it a moments thought, is a direct out
growth of the law of non-contradiction sine it assumes that the sets in question
contain completely separate and disjoint elements. In this way the law of the
Excluded Middle is symmetrical with the Law of Non contradiction one operation

insures the disjointedness of sets along an arbitrarily crisp boundary and the other



operation combines the disjoint sets to produce the conjoint universal domain.
Since fuzzy logic does not adhere to the low of non-contradiction, it follows that it
will not obey the law of Excluded Middle. These aspects of fuzzy logic are

discussed in detail when we turn to the idea of fuzzy complements.

1.4 LINGUISTIC VARIABLE

Linguistic variable is a name of a fuzzy set a linguistic variable
encapsulates the properties of approximate or imprecise concept in a systematic
and computationally useful way. It reduces the apparent complexity of describing
a system by matching a semantic tag to the underlying concept. A linguistic
variable always represents a fuzzy space (another way of saying that when we

evaluate a linguistic variable we come out with a fuzzy set).

1.5 DOMAIN

The total allowable universe of values is called the domain of the fuzzy set.
The domain is a set of real numbers increasing monotonically from left to right.
The values can be both positive and negative. You select the domain to represent
the completely operating range of values for the fuzzy set within the context of

your model.



1.6 THE UNIVERSE OF DISCOURSE
A model variable is often described in terms of its fuzzy space. This space
is generally composed of multiple, overlapping fuzzy sets, each fuzzy sct

describing a semantic partition of the variables allowable problem state.

The figure 1.1 illustrates this concept. The model parameter temperature 1S

broken into four fuzzy sets: cold, cool, warm, and hot.

This total problem space from the smallest to the largest allowable value, 1s
called the universe of discourse. Note that the universe of discourse is associated
with a model variable and not with a particular fuzzy set (the range of an
individual fuzzy set is the domain). The variables allowable range of values
constitutes its working problem space, this space is then decomposed into a
number of overlapping fuzzy regions. Each region is assigned a term name so that
it can be referenced in the model (You can only write rules associated with fuzzy
regions in the variables universe of discourse). This collection of fuzzy sets
associated with a vanable 1s often called a term set.

1.7 FUZZY SETS
Fuzzy sets are actually functions that map the value that might be a member

of the set to a number between 0 and 1 indicating its actual degree of membership.

[op
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A degree of 0 means that the value is not in the set, and a degree of 1 mcans that
the value is completely representative of the set. This produces a curve across the

members of the sets as a simple example consider the idea of a LONG project.

The figure 1.2 shows how the concept might be represented. The members
of the set are duration periods, in weeks for a project. The fuzzy set indicates to
what degree a project of a specified duration is a member of a set of LONG
project. As the number of weeks increases our belief that the project is LONG
increases. A project two weeks in duration would not be considered LONG, a
project ten weeks in duration will have a moderate membership in the set of
LONG project, and a project of more that 16 weeks in duration is most certainly a
LONG project. Ofcourse the actual definition of what is a long project depends on
the context in which it is used.

An element is a member of a fuzzy set if
1. It falls within the underlying domain of the set

2. If its membership value is greater than zero

1.7.1 LINEAR REPRESENTATIONS

The linear proportionality surface is a straight line. This is perhaps the

simplest fuzzy set and often a good choice when approximating an unknown or
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poorly understood concept that is not a fuzzy number. There are two states of a
linear fuzzy set. The increasing values that have increasing set membership. The
right-hand edge of the domain is the value with full membership as shown in

figure 1.3.

The decreasing fuzzy set is the opposite of the increasing set. The value at
the left handed edge of the domain has complete set membership while the value at

the right hand side of the edge has no membership as shown in figure 1.4.

Since the linear fuzzy shape connects a square fuzzy spaces at a 45 degree
angle, the truth of any domain value 1s proportional to its distance in the value

axis.

1.7.2 TRIANGULAR REPRESENTATION

As shown in figure 1.5 triangular FUZZY SET there is a linear increasing
portion and linear decreasing portion between which there is a single value of full
membership. On the left side of the linear increasing portion and on the right side

of the linear decreasing portion we have a value of zero membership.

10
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1.7.3 INTERSECTION OF FUZZY SETS

In a crisp system the intersection of two sets contain the elements thal are
common (o both sets.  This is cquivalent to the arithmetic or logical AND
operation. In conventional fuzzy logic, the AND operator is supported by taking

the minimum of the truth membership grades.

The intersection operator 1s the most common form of restriction used in
fuzzy rule antecedents. When we evaluate rules in a form such as
If x is y and z is then m is p;
the elastic membership strength between the conscquent m and the fuzzy region p
is determined by the strength of the premise or antecedent. The truth of this

antecedent is determined by taking the min (M[x is y], Mz is w]}.

1.8 FUZZY PROPOSITIONS

A fuzzy model consists of a scrics of conditional and propositions. A
proposition or statement establishes a relationship between a value in the
underlying domain and fuzzy space. Propositions are expressed in the form,

XisY



where x is a scalar from the domain and y is a linguistic variable. The effect
ol cvaluating a fuzzy proposition is a degree or grade of membership derived from
the transfer function,

fyo = ()

‘This is the essence of an approximate statement. The derived truth member
value establishes a compatibility between X and the generated tuzzy spacey. Such
propositions answer the question "How compatible is x with y" or "to what degree
is x is a member of set y?" Fhis truth vatue is used in the correlation and
implication transfer functions 1o create or update the output solution space. The
final solution fuzzy space is created by aggregating the collection of correlated
fuzzy propositions. The correlation is based on the truth of each fuzzy proposition.
(When multiple propositions are connected by AND, OR connectors, the truth

nsed in the process is the truth produced by applying these operators).

1.8.1 CONDITIONAL FUZZY PROPOSITIONS

A conditional proposition is onc that is qualified by an IF statement. These are
analogous to the rules of a conventional symbolic expert systems. The proposition
has the general form, where w and x are model scalar values and z and y are
linguistic variables. The proposition following the 1 term is the antecedent or

predicate and is any arbitrary fuzzy proposition. The proposition following THEN



term is the consequent and is also any arbitrary fuzzy proposition. The statement x
IS y is conditional on the truth of the predicate. We terpret this statement as,
x is member of y o the degree that w is a member of z,
that is, the consequent is corrclated with the truth of antecedent. 'The fundamental
proposition can be extended with tuzzy conneclors,
if(wisz). (yisw). .. (uis s) then x sy

where ™" is some form of the AND or operator. In the case of multiple
antecedent proposition, the position of x within y is determined by the composite

truth of the complete antecedent.

This is the basis for fuzzy monotonic reasoning. In actual fuzzy models x 1s a
tcmporary fuzzy region ( indicated by the X) containing the results of cach
proposition that specifics an clastic space for y. Thus, we need to read the

conditional fuzzy proposition as
(X is « powerset of Y) to the degree that (Wis member of /)
these powerset is formed by first correlating the fuzzy set Y according to the truth

of the antecedent proposition ( W is 7). The solution fuzzy space is then updated

by taking union of the solution sct and the newly correlated fuzey set



1.8.2 UNCONDITIONAL FUZZY l’R()I’()Sl'I'I()NS

An unconditional fuzzy proposition is one that is not qualificd by an 1"
statement. The propositions has these general form,

N Y

Where X is a scalar from the domain and Y is the linguistic variable.
Unconditional statements are always applicd within the model and, depending on
how they are applied , serve either (o restrict the output space or to define a default
solution space (i none of the conditional rules execute). We terpret an
unconditional fuzzy proposition as

XIS THI MINIMUM SUBSET OI°Y

when the output fuzzy set x is cmpty, then x is restricted oy, otherwise, for the
domain of y,x becomes the MIN(X,Y). Since these propositions are unconditional,
they are never correlated, that is, their truth values are never reduced before they
are applied to the output space. The solution fuzzy space is updated by taking

intersection of the solution set and the target fuzzy set.

1.8.3 THE ORDER OF PROPOSITION EXECUTION
For models containing only conditional or unconditional propositions the
order in which propositions (that is, rules) 1s exceuted is not important. However,

it a model contains mixturce ol these (two types, then the order of exccutions

16



becomes important. The effect of applying unconditional propositions changes the
nature of the model solution space depending on whether the propositions arce

applicd belore or after the set of conditionals.

Unconditional propositions arc generally used to establish the  default
support set for a model. If none of the conditional rules exccutes, then a value for
the solution variable is determined from the space bounded by the unconditionals.
For this reasons they must be exceuted before any of conditionals. If none of the
conditional rules that fall within the samce underlying domain as the unconditionals
has an antecedent strength  greater than the maximum intersection of the

unconditionals, they will not contribute to the model solution.

Although much less commonly uscd, the unconditionals can also be used to
restrict the final solution space of a model (o the maximum {ruth of therr
intersection. This is done by applying the unconditionals after all the conditional

proposition have been evaluated.

1.9 ADVANTAGES OF FUZZY LOGIC

¥ Fewer values,rules and decisions are required.

¥ More observed variables can be cvaluated.

17



*

*

*

Linguistic, not numerical variables are used, making it similar to the way
human thinks.

It relates output to input, without having to understand all the variables,
permitting the design of a system that may be more accurate and stable than
one with a conventional control system.

Simplicity allows the solution of previously unsolved problems.

Rapid prototyping is possible because a system designer does not have to
know cverything about the system belore starting work.

They are cheaper to make than conventional systems because they are casier to
design.

They have increased robustness.
They simplify knowledge acquisition and representation.

A few rules encompass great complexity.

1.10 DRAWBACKS OF FUZZY 1L.OGIC

*

*

It is hard to develop a model from the fuzzy system.

Though they are casicr (o design and faster to prototypethan conventional
control system, [uzzy system require more simulation and fine tuning before
they are operational.

Perhaps and biggest drawback is the cultural bias in the united states in favour
of mathematically precise or crisp system and linear model lor control
systems.

.11 FUZZY LOGIC APPLICATIONS

In the recent years, fuzzy logic has found sceveral applications v ficlds

ranging from finance to carthquake engincering. In particular, the fuzzy control

18



has cmerged as one ol the most active and fruitful arcas for rescarch Tor the
application ol fuzzy sct theory. In many applications the FLC bascd systems have

proved o be superior in performance (o conventional systems.

Notable applications of FLC include heat exchange, warm water process.
activated sludge process, traffic junctions, cement kiln, aircralt flight control,
turning process, robot control, model car parking and turning, automobile speed
control, water purification process, clevator control, automobile transmission
control, power systems and nuclear reactor control, fuzzy memory devices and the
fuzzy computer. In this connection it should be noted that the first successful
industrial application of the FLC was the cement kiln control system developed in
1979,

Commercial applications include
* Vacuum cleaner.
* Washing machine.

* Ar conditioners cte ..

SUMMARY
This chapter usc a bricl description about fuzzy logic. its concept, the

various terminology used in fuzzy scts and the applications of fuzzy logic

19



PROCESS CONTROL SYSTEM

Automatic process control is concerned with maintaining process vartables
like temperature, pressure. flow cle.. at some desired operating value.
The basic block diagram of a process control system is shown in fig 2.1,

The basic component of the system arc

I Sensor. often catled the primary clement.

2. Pransmitter, atso called the sccondary clement.
3. Controller, the brain of the control system.

4. Final control clement.

These components perlorm the following basic operations.
|, Measurement: Mcasuring the variable to be controlled and it is usually done by

the combination of sensor and transmitter.

2. Decision: Based on the measurement, the controller should decide about the

action to be taken to maintain the variable at a desired value.

3. Action: As a result of the controllers decision, the final control clement takes an

action.

20
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The objective of an automatic system is 1o use the manipulated variable to
maintain the controlled variable at its sct point inspite of the disturbances. After
the closed loop responsc is examined and the

designing the control system,

ince indiees.

inference is made in terms ol perforni

2.1 TIME RESPONSE
In order to analyse the ransient and steady state behaviours of a control

system, the first step is always to obtain the mathematical model of the system.
After obtaining the closed loop transfer function of the system, the performance of

the control system 1s measured by computing several time response performance

indices as well as steady state accuracy.

The step response characterised by the performance indices such as the

delay time, rise time, peak overshool, scttling time and steady state error.

For a good performance, rise time, overshoot and settling time should be

less and the steady state error should be zero.

22



2.2 NEED FOR MAINTAINING CONTROLLED VARIABLE AT SEY
POINT

. To maintain the product quality on a continuous basis and with minimal cost.
7 T'o optimisc plant production cost.

3. To prevent injury to plant personnel or damage to cquipment.

2.3 DESIGN ASPECTS OF PRO( 1SS CONTROL SYSTEM
2.3.1 CONTROL OBJ ECTIVES

A, To ensurce stability of the process.

13. To suppress the influcnce of external disturbances.

C. To optimise the performance of a plant and a combination of the above.

2.3.2 DESIGN OF CONTROLLERS
‘The controller is the device that performs the decision in the control system its
function are
i, To compare the process signals from the ransmitter, the controler vartables,
with the set point and
2 To send an appropriate signal to the control valve or any other final control

clement, in order Lo maintain the controlled variable atits sct point.



To determine the action of the controller, the designer must know,
1. The process requirement for control

2. The action of control valve or any othier final control element

The design requirement of the feedback controllers are
| To scleet the controlier type for a specific purpose
7 To select the controller coefticients-known as tuning of a controller.

3 fo verify whether the resulting performance indices satisfy the required values.

2.4 TYPES OF FEEDBACK CONTROI LERS

An automatic controller comparcs the actual value of the plant output with
reference input, determines (he deviations and produces the control signal that will
reduce the deviation to zero or {0 4 small value. The manner in which the
controtler produces the control signals is called the control action.

(iven below are the six basic modes of analog controllers:

I T'wo position or ON-OFF control
2. Proportional

3. Integral

4. Proportional plus integral

5. Proportional plus derivative

6. Proportional plus integral plus dertvative.

24



2.4.1 TWO-POSITION CONTROL

Two position control has the widest ndustrial and domestic use on process
having not more than (wo cnergy storage clements. In operation, (wo position
control is very simple, but in theory the action s difficult to analyse becausce of the
discontinuous nature of the changes in the manipulated variable.  Nevertheless,

problems of two position control can be solved by quantitative consideration.

2.4.2 CONTINUOUS CONTROLLER MODES
1. Proportionadl control mode:

The concept of proportional control mode is the smooth linear relationship
exist between the controtler output and error.  Thus over some range of errors
about the set point each value of crror has a unique way of controller output in
one-one correspondence. The range of error to cover the 0% to 100% controller
output s proportional band.

T'his can be represented by

Where ks the proportional constant, ¢, is the value between the error and

outpul and po s (he outpul whel (CIC 13 IEw G,

2h
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1 If the ervor 18 Zero, the output is a constant and equal to po.
> It there is crror for every | % about kp is added toor subtracted from p,

depending on the reverse or direct action of the controlier.
3. ‘Thereis a band of controlier about zero of magnitude p, within which the

output 1s nol subtracted at 0% and 100%.

INTEGRAL (C ‘ONTROL MODE

[t represents a natural extra vision of the principle of floating control in the
limit of the infinitesimal changes o crror instead of single speed. we have

continuous changes in the speeds depending on error.

ic., dp di l\'llt'l,
ontroller output ki is the constant relating the

Where dp/dtis the rate of change of ¢

rate with error.

In some cases inverse ol time called the integral time 1k expressed m

second or minutes is used 1o describe the integral mode. The controller output at

any time is given by cquation

p(t) K, integral I:'/](t)dl (o)

26



CHARACTERISTICS
I 1f the error is not zero, outpul will begin to merease or decrease at a rate of
Kki% for every /- 1% ol crror.

21 the error is zero, output stages fixed at a value cqual to what it was when the

crror went o zero

DERIVATIVE CONTROL MODE
This mode of control action provides an output proportional to the rate of
change of crror This is also known as rate of anticipatory control. this mode
cannot be use d alone because, when the crror is zero or constant controller output
will be zero.
oK, xdldi
where kd is the derivative gain constant, dii /dt is the rate ol change of

Crror.

CHARACTERISTICS

[ If the error is zero the mode provides no output.

o

I the error is constant in time, the mode provides no outpul 3. I the error s
changing in time ;mode controls an output of kp%e for every 19 per sceond

rate of change of error.

217



4 For direct action the posiion rate ol change of crror produce a PosIIVe

derivative mode outpul.

COMPOSITE CONTROL MODI

It is very common 1o find control requirements  that do not fit the

application ol any previously controlled modes. 1t is possible to combine scveral

basic modes, thereby gaining the advantages of cach mode.

I l’roportionul—lntegral Control

This is a control mode that results from accombination of the proportional

mode and integral mode.
po KL K J I dtPyo)

where p(0) is the integral term value at t 0.

I'he main advantage of this mode 1s one-lo-one correspondence is available

at the integral mode climinates the mherent offset. Notice that the proportional

gain design also change the integral gain though ki can be independently changed

28



CHARACTERISTICS
| When the crror s zero, the controller output s (ixed at the value that the
intcgral term had when the crror went (o 7e1o. ‘This output is given by pi(0). In

cquation simply because we choose to define the timer at which obscrvations
starts at t 0.

5 if the crror is not zero, proportional term contributes a correction and
integral term increases of decreases the accumulated value.
2. PROPORTIONAL- DERIVATIVE CONTROL MODE

A sccond combination of control modes has many industrial applications. It
involves several uses of proportional and derivative mode.

PRI, Kk, (dl, dr)y vop(o)

It is clear that the system cannol climinate the offsct of proportional

controller.it however handle faster load changes

THREE MODE CONTROLLER

PID CONTROLLER

The best known controllers used i industrial process controls the PID
controller because of their simple structure and robus! performance ina wide range

ol operating conditions. Henee a PID controbler is chosen for tuning purposces.



4. l’r()porlional—inlcgral control has no offsct because of the integral action. The
unstabilizing  influence of the integral response is reflected in the large

maximum deviation and the present deviation.

5. Integral control 1s best suited for the control of the process having little or no
cnergy  storage and the resultof (the comparisons are not representative ot all
integral control. However, ol this process, the results indicaie a large

maximum deviation and a long stabilization time.

STABILITY
Srability is an important characteristic of the (ransicnt performance of the

system. ‘The value of the pmpor(ional gain Kp, that makes the system marginally
stable so that sustained oscillations occur can be obtained by the use of Routh's

stability criterion.

2.6 LIMITATION OF CONVENTION CONTROL

| A major cause of difficulty in feedback controllers is the time lag, There s

always some lag in controlled process before its output responds as desired to

the changes in the input there may be also be significant lag in the action of the

controlled device itsclf, or in ils sensors {or the actuators.

7 (lassical PID controliers do not work well for the case of non-lincar control
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and, even for linear control, they must be designed new whenever one resets
the basic system parameters.
3. Conventionally designed automatic controtled deviees have relatively narrow

performance bands.

2.7 DIGITAL EQUIVAI,EN'I‘ TO (7()NVEN'I‘I()NAL CONTROLLER

The operation of an idcal P1D controller 1s described by cquation
ooV K ferd T, fedt 1, dedt ] (2.1)

In conventional control upplicmi(ms, a controller, whose  outpul
approximates (he right side of cquation 2.1 can be built through the usc of
pneumatic components of op-amps, integrators and summers. In computer-
controlled applications a discrete equivalent in equation 2.1 is cmployed. In the
development of algorithms thatarc basced on Z-transforms we specily the nature of
the response to be achicved, whercas i the digital cquivalent of the PID controtler
we "adjust” the constants K¢, Tiand Td so as to achicve the desired response. The
computer controlled system containing the PID control algorithm can be simulated
and the constants arc adjusted so as 1o minimise the value of the integral of the
type.

1o obtain the digital cquivalent of the P1D controller (he dertvative and the
integral terms of the cquation 2.1 are numerically zmproximutul {0 give an

expression for the output of the algorithm the nth sampling instant.
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Thus
L/u l/u 1 I\'(:/ UH l (,[' ,/'l) Ul ‘ ('/'L/ r/) (U”*U(“ H)/ (22)
Where V. controlier outpul at nth sampling instant

e, crror(setpoint-measurcment at the nth sampling instant)

V. Steady state output of the control algorithm that gives zero error.

Liquation 2.2 15 referred (o as the "position” form of the control algorithm,
since the actual controller output is computed.  To give an alternate form of
algorithm we write the expression for the controller output at the (n-1)th sampling
instant as

v, oV, i K[e! (11)e (1,1 (e, ¢, I (2.3)
Then we subtract eq 2.3 from ¢q 2.2 to obtain the
oo, K (e, ) () e, (1,1 (e e, e, A2
cquation 2.4 s referred 1o as the velocity form ol the PID algonthm. because it
computes the incremental output instead of the actual output of the controlier. The
velocity form of the algorithm also provides some protection against reset

wind-up, because it does not incorporate sums of error sequences.
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SUMMARY

The basic components of the process control system and their functions
have been discussed in this chapter. The performance indices and the design
aspects of the process control system has been dealt with. The types of feedback
controllers, the concept of stability, limitations of conventional controtlers and the

digital cquivalent of controller arc also presented.
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FUZ2Y 1LOGIC CONTROLLER

in order to design a controller, the control algorithm should be described by
some means. A classical control theory gives differential equations or transfer
functions and a modern control theory gives & first-order veetor matrix differential

cquation based on the state-space method. In these approach a controller designer

has 10 possess knowledge about mathematics and the system under control.

{Jowever, human experts of ripe experience can skillful control plants,

machines,  vehicles, ete.,evetl though the systems under countrol arc very

complex.  These human experts mostly utilise know-how which have been

summarised from a long experience including  successes and faults, and are

represented with 1E=TTHEN rules including fuzzy linguistic terms. They very often

succeed control the systems reasonably with these inexact information and without

any calculation such as sin(wt), cos(wt), exp(x).  This suggests that there is

another algorithm which facilitates to control a complicated system by a simple

and inexact knowledge base. One candidate is a fuzzy inference which produces a

conclusion from a knowledge base and a fact.
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in figure 3.1 we see the process flow fogic for a typical fuzzy fogic
controller. The process starts at the bottom of the figure. The input is read from the
sensors  as an clectrical signal. The sipnal s converted mto @ meaninglul
representation and then "uzziticd”, that is, the values are converted to their tuzzy
representations. These sensor values exceute all the rules in the knowledge
repository that have (he fuzzificd input in their premise resulting in a new fuzzy
sel representation for cach output variable. Centroid defuzzification is used, m the
majority of the cases, 10 develop the expected vatlue for cach of the output
variables. The output value adjusts the setting ol an actuator, which adjusts the
state of the physical system. The new state is picked up by the sensors and the

entire process begins once more.

3.1 BASIC CONFIGURATION OF FUZZY 1LOGIC CONTROLLER
An FLC basically comprisc of four parts

(1) Fuzzitication interface.

(2) Knowledge base.

(3) Decision making knowledge.

(4) Defuzzification interface.
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3.1.1 FUZZIFICATION INTERFACE

This involves the following function

*  Measures the values of the input valuc.

¥ performs a scale ol mapping (the transforms the range of input variable mto
corresponding universe ol discourse.

*  performs the function of fuzzitication that converts the input data 1nto suttable
linguistic valucs that may be viewed as labels of fuzzy scts.

3.1.2 KNOWLEDGE BASE
The knowledge basce compriscs knowledge of the application domain and

the attendant control rules. 1 consists of a "data basc" and a "linguistic control

base”.

(a)  The database provided necessary definitions which are used to define
linguistic data rules and fuzzy data manipulations in an FLC.

(b)  The rule base characterises  a control goals and control policies of the

domain experls by means of a st of linguistic control rules.

3. 1.3 DECISION MAKING LOGIC

‘I'he decision making logic is the kernel of the FLC, it has the capability of
simulating human decision making bascd on fuzzy concepts and of inferring fuzzy
control actions employing fuzzy implications and the rule of inference n fuzzy

logic.
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3.1.4 DEFUZZIFICA TION INTERIACE
The defuzzification interface performs the following functions.

(a) A scale mapping, which converts a range of values of output vartable into
corresponding universe of discourse.

(b) Defuzzitication, which yiclds a non-fuzzy action from an inferred fuzzy

control action.

315 DEFUZZIFICA TION PROCEDURLE

‘The most often used defuzzification method are

% Center of Arca/Gravity method
¥ Center of sums method

* fleight defuzzification

3.1.6 CENTRE OF° A REA/GRAVITY

The centre of arca method is the best well known defuzzification method.

in the discrete case the centre of gravity 1s calculated as

4 ‘¢
Z WA/“‘/-:TH:

Where p, 1s a grade of membership and

W 1s the weight of the ith clement of the universe of discoursc. In the case

of centre of gravity method the overlapping arca is not reflected i the formula.

The operation 18 computationally morce complex and therefore results in quite slow

inference cycles.



3.1.7 CENTRE OF SUMS METHOD
Centre of sums method s a faster defuzzification method in which
overlapping arcas arc reflected more than once. We obtain the centre of sums by

ZWRp, M

where i, - Membership value of clipped fuzzy sct.

3. 1.8 HEIGHT DEFUZZIFICATION METHOD

‘The height method is both a very simple and very quick method. fet €, be

the peak value of the membership function and £ is the height of the clipped fuzzy

set.

';‘2( Y fk/{fk

3.2 FUZZY KNOWLEDGE BASED CONTROLLERS (FKBC)

3.2.1 PD LIKE FKBC

The cquation giving the conventional D controller 1s

1 /\f/y*(’ K Fe

Where K and K are the proportional and differential gan co efficients.
Then the PD like FKBC consists of rules, the symbolic description of cach rules

given as
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i e (k) is = property symbol - and 7c(k) is = property symbol- Tl N u(k) 18

< property symbol~

Where <property gymbol= 15 the symbolic name of the linguistic value.
The natural language cquivalent of the above symbolic description reads as

follows:

For cach sampling ime k, 1 the value of crror has the property of

being<linguistic value> and the valuc of the change of error has the property of
being -~ linguistic value~
| output has the property of being <linguistic

THEN the value of the contro

value>.

Thus the final symbolic representation of the above rule 18

I1° ¢ is <property symbol> and "¢ is < property symbol-~

THEN b is < property symbol -

3.2.2 PI like FKBC

The equation giving a conventional P controller 1s

1" I\’[,*c K Ef(edu),



Where K and K, are the prop()rti()nal and integral gain co-efficient. When the
derivative, with respect 10 time, of the above cxprcssi(m is taken, 1L s transtormed

into an cquivalent expression.

re Kt K, *¢

The Pl like FKBC consists of rules of the form.
1" ¢ is  property symbol —and "e 13 property symbol

Then Muis  property symbol

in this case, 0 obtain the value ol the control output variable u(k), change
of control output u(k) 1s added to u(k-1). It 1s to be stressed here that this takes

d 1s not reflected in the rules themselves.

place outside the PI like FKBC an

3.2.3 P LIKE FKBC

A symbolic representation of a rule for a P like FKBC is given as

Ifeis property symbol — Then u is property symbol

3.2.4 PID LIKE FKBC

The equation describing a conventional P1D controler 1s

K ek F e Ki (e dy

Thus the symbolic expression for a rule of a P1D tike FRBC 18

12



If ¢ is  property symbol and "eis  property symbol
Then uis  property symbol
Wwhere “e is the sum of errors computed as

re(k) - e(i), where 1 varies from | to k-1

3.3 THE (‘,()NVEN'I‘I()NAL PID CONTROLLER

In contrast to an FLC, a conventional proportiona\—intcgral derivative PID
controller is based on a rigorous mathematical model of some lincar process.
‘These models use a sct of equations that describes the stable equilibrium state of
the control surfaoe through coetficients assigned to the proportional, integral and
derivative aspects of the sys‘lcm as figure 3.1 illustrates, a conventional controller
reads a sensor value, applies the mathematical model, and produces an output from

(he mathematical algorithm.

The PID model may appear simpler and thus, perhaps, more economical but we
should not casily make this assumption. In fact, fuzzy controllers are often more
casily prototyped and implemented, generally have an equal performance profile
with PID systems, arc simpler to describe and verify, can be maintained and

extended with a higher degree of accuracy in less time, and. due 10 their rehance
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on rules and knowledge, give their environments a higher machine mtelligence

quotient.

3.4 COMPARISON WITIT A TRADITIONAL PID CONTROL

It is necessary for a designer to know the difference between a traditional

PID control and a fuzzy logic control.

A typical control system employing a PID controller is shown in figure 3.2,

The output state of the system ander control is detected by a sensor T is
compared with the input signal (o derive an error signal e(t),  where the input
signal is externally given and represcnts a desired state of the system. The error
signal is delivered to a controller o produce an appropriate manipulating signal

m(t), which change the state of the system under control.

In a control system, there are two main objectives. The first one is to make
the state (or output) of the system to be very close or equal, if possible. to the set
point (or reference input). In other words. a small steady-state error e(() or a high
steady-statc accuracy is desired.  The sccond one is to maintain the transicent

performance of the system within rcasonable limits.
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In order to design a controller of high steady-state accuracy and high speed
settling, we need a lincar combination of three control actions, (1.¢.).. propottional
control action, integral control action and derivation control (PID) action. 1t s

called a PID control and characterised by the following equation.
m(r) K. e() K e d K, (de(1) di)

‘This controller has three inputs and one output. Letus consider a controller
of two inputs and onc outpul (o visualise the relationship between input and
output. The first and the sccond terms in the above cquation 1s considered and
differentiated to

mt) I\',, eqr) 1 Keg)

Which is the lincar description of a traditional PI controller,

Three-dimensional control surface obtained using a Pt controller can deseribe only
a simple plane. In contrast to the PI controller the fuzzy controller exhibits a very
complicated and curved surface which can never be described by a lincar

combination of input variables such as cquationt.

Furthermore, it is very casy to change the control surface of the fuzzy logic
controller in accordance with the change of the system under control. Tor example
i we want to pull up the center of the control surface, we have only to change the
label of the conscquent in the corresponding, rule. 1f you want 1o change

exclusively a small part of the control surface, you have to narrow the support of
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the corresponding membership function and increase the number of labels to

achicve the effective assignment of rules. This means the exceptional or irrcgular
points on the control surface can be casily described in fuzzy logic controller.
Thus fuzzy rules are very suitable for describing a sophisticated system by tuzzy
linguistic terms. Of course, the fuzzy inlerence can be casily modified by the

concept of learning, self organising, adaptational cte.

SUMMARY

T'his chapter discuss about the fuzzy logic controllers, a bricf comparison

made between the controllers.
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WIND ENERGY CONVERSION SCHEME (WECS)

In remote locations where the utility grid does not exist. standalone wind
encrgy scheme (WECS) can be used to feed the local clectrical toad. The WECS
consist of a self excited induction generator driven by a emulated wind turbine, a
diode bLridge rectifier and a PWM inverter feeding a load as shown in figure 4.1,
By controlling the pulse width of the PWM inverter it is possible to convert i"s
output voltage and the power ransferred to the focal load. indirectly controtling

the power extracted form the WECS.

The WECS consists of
| Vertical axis wind turbinc.
2 Self excited induction generator.
3 Uncontrolled rectifier.
4. DC link and input filter.

5 PWM inverter.

4.1 VERTICAL AXIS WIND TURBINE

The vertical axis wind urbine acts as a prime mover 1o drive the selt

excited induction generator. in practice, the wind turbine is coupled to the
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generator shaft through a sct-up gear box(} :nwlm) 5o that the generator runs at a
higher cotational speed W, inspite of the low speed W, of the wind turbine. The
torque T, at the turbine shaft is a function of its rotor speed and wind velocity and
can be expressed as
(T 0.3 *p*R¥A*CHY

Where C, is the average torque conversion co-cfficient.C is averaged over onc
revolution of the wind turbine rotor and is a non lincar function of the tip speed
ratio Y-W *R/V

where, R is radius of wind turbine

The torque at the gencrator shalt ‘I, can be related to T, by the gear box
ratio. ‘The vertical axis wind turbine characteristics are emulated using a separately
excited D.C. machine fed from a powcer amplificr controlled by an analog

compulcr.
4.2 SELV EXCITED INDUCTION GENERATOR

It is essentially an induction machine driven by a prime mover (wind turbine)

and having a source of reactive power (scll excitation capacitor bank).

50



4.3 UNCONTROLLED RECTIFIER

it is a three phase diode bridge rectifier which is used to convert the

age at the induction gencrator terminal

variable magnitude, variable frequency volt

o D.C. The D.C. voltage V, al its output can be expressed in terms of the peak

phase voltage V.oV, of the penerator and the input transformers turns ratio L.

o (32 32

4.4 D.C. LINK AND INPUT FILTER

The input filter consists of a serics reactor and a shunt capacitor. The series

reactor reduces the current ripple content in the rectifier output current and the

shunt capacitor reduces the ripple content in the D.Clink voltage providing a

relatively stiff voltage source for the PWM inverter. The de link current 1S

governed by the following differential cquation

Pde LAV AVAR L)

where,

R, and L, are the de link reactors resistance and inductance respectively.

I, is the de link current (neglecting the small charging/discharging filter capacitor).

V. is the dc voltage at the inverter input.

The dc power transferred over the de link to the local load and is given by,

AL
t e
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4.5 PWM INVERTER

DC o AC conveters arc known as imverters. The function of imverter is 1o
change a DC input 1o symmetrical AC voltage of desired magnitude and
frequency. ‘The output voltage could be fixed or variable at a fixed or variable
frequency. A variable output voltage can be obtained by varying the mput DC
voltage and maintaining the gain of the inverter constant. i the DC input voltage 1s
fixed and it is not controllable, a variable output voltage can be obtained by
varying the gain of the inverter which is normally accomplished by pulse width
modulation (PWM) control within the inverter. 'The inverter pain may be obtained
as the ratio of AC output to DC input voltage. The output voltage wavelorm of the
ideal inverters should be sinusoidal. The waveform of the practical inverters are
non-sinusoidal and contain certain harmonics.
Inverters are classified into

(1) Single phase inverters

(2) Three phase inverters

(1) Single phase inverter
It consists of two choppers. It consists of two transistors and s designed
such that two transistors arc not (urmed on at the same time. This is also called as

half-bridge inverter.
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(2) Three phase inverters

Three phase inverters are normally uscd for high power applications. Three
single phase (hall or full) bridge inverter. The pating signals of sinple phasc
inverters should be advanced (or) delayed by 120 degree with respect to cach other
in order to obtain three phasc balanced voltages. 1f the output voltages of single
phase inverters are not perfectly balanced in magnitude and phases. the three

phases output voltages will be unbalanced.

VOLTAGE CONTROIL OF SINGLI PHAST INVERTIRS.

In many applications, it is often required (o control the output voltage ol mverters,
I. To cope with the variations of DC input voltage.

2. For voltage regulation of inverters.

3 TFor the constant volts/frequency control requirements

There are varics techniques to vary the inverter gain. The most cfficient
method of controlling the gain is to incorporate pulse-width modulation control
within the inverters.

The commonly used techniques are
1. Single pulse-width modulation

2. Multiple pulse width modulation
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3. Sinusoidal pulse width modulation
4 Modified sinusoidal pulse width modulation

5 pPhase displacement control

VOLTAGE CONTROL OF THRIE PHASIE INVERTERS
The three phase inverter may be considered as three single phase inverters and the
output of each single phase inverter is shifted by 120 degree. The above voltage

controlled techniques also applicable to three phasc inverters.

SUMMARY
In this chapter basic conmponents used in the wind energy conversion

scheme are discussed, and their operation in the entire system are described.



FUZZY LOGIC CONTROLLER FOR WECS

The conventional PID controller to track and extract maximuimn cnergy.,
requires quite a bit of tuning to obtain a fast and dynamically acceptable response.
The chief reason is that, it is gencrally implemented using operational amplifier
circuits whose parameters are adjusted for an operation point based on a piece
wise linear model of the non-linear system {hese circuits has a tendency to shift
with age and temperature causing degradation of the system performance. To
overcome this difficulty a controlier based on the fuzzy control algorithms 1s
developed and implemented and it does not require a detailed mathematical model
of the system and its operation is governed by a set of rules. [t is easy to
implement and same performance is ensured over the years. Having tested the
effectiveness of the fuzzy controller by computer simulation, the hardwarc of the
energy conversion scheme is given and the software realisation of the fuzzy
control algorithms is carried out using a personal computer. The experimental
result indicates that good dynamic response can be achieved by the fuzzy
controller. Moreover, since the system parameters arc nol need in the
implementation of the system, and due to the inherent feature of the highly

adaptive capability possessed by the fuzzy controller, the performance of the
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controlled scheme is quite robust and insensitive to the parameters and operating

condition changes.

5.1 FUZZY CONTROL ALGORITHMS FOR WIND ENERGY
CONVERSION SCHEME

Generally, the requirements for high performance energy conversion
scheme are:

1. Fast tracking of maximum power changes without overshoot.
2. The steady state error in the command tracking must be zero. In order to
achieve this, the outer feedback loops for the controlled variables of the system

must be added.

Since dynamic system model is not necessary for the fuzzy controller
design, and the performance of the fuzzy controller is insensitive to the parameter
changes, it is very suitable in the application. Theoretical basis for the fuzzy set
theory have been introduced in the chapterl. However, unfortunately there is no
mature guidance for fuzzy control algorithm determination in the following, the

development of the fuzzy controller for the energy conversion system is described

in detail.



5.2 DYNAMIC SIGNAL ANALYSIS

For convenience of incorporating the intuition and experience into the fuzzy
control algorithm, the behaviour of the dynamic response is first investigated. The
error and change 1n error of the system are defined as,

e(k) reference - u(k)
re(k) - e(k) - e(k-1)

Where u(k) is the system response in the kth sampling interval, e(k) is the

error in the kth sampling interval and "e(k) is the error change in the k th sampling

interval.

The general waveforms of the system response and the command are drawn
in the figure 5.1. According to the magnitude of e and sign of "¢ , the response
plane is roughly divided into four areas. The index used for identifying the
response area is defined as

al: ¢ Oand e 0
a2:e Oand’™e 0
a3:e Oand™e 0

ad: e Oand”e 0
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THE STATE PLANE OF ERROR AND ERROR CHANGE

ee NB NM
NB

NM a2
NS

ZE m6 mbS
PS

PM a3
PB

Table 5.2

NS ZE PS PM PB
cl
c2 al
c3
m4 VAR m3 m2 mli
c4
cS a4
co
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For further increases in the resolution of the behaviour representation, the
response around the set point and the extremes in figure 5.1A arc emphasised in

figure 5.1B and 5.1C, respectively.

The cross over index Ci . for identifying the slope of the response across
the set point 1s defined as
Clife ~0-- ¢ 0) and”e 0
(2:(e 0-- ¢ 0)and e 0
(3:(e 0 ¢ 0) and e 0
(4:(¢- 0-- ¢ 0)and e 0
C5:(e 0-- ¢ 0) and e 0

C6:(e- 0-—- ¢ 0 ) and "¢ 0

Also, the magnitude index for representing the extent of overshoot and

undershoot is defined as

Ml:"e ~0ande 0
M2:2e  ~0ande 0
M3:2e ~0ande 0
MiNe ~0Oande 0

M52 ~10 and ¢ 1]

M6 N ~0and e )
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TABLE 5.2

NM NS ZE PS PM PB
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5.3 LINGUISTIC CONTROL RULES

The three type of index previously mentioned can be combined and shown
in the state plane table 5.1 for reference, where the qualitative statements are
quantized using the linguistic set defined.

{NL, NM.NS, 715, PS,PM, L}

Where N' is negative, 'P' is positive, 'L’ is large,M' is medium. 'S' is small,
and 'ZE' is zero. The linguistic control rules defined according to the figure 5.1 and
table 5.2 are listed in table 5 1. The conditional rules are implied in the table, see
for example, the element of 1 row and 7th column, that implies that

1 e is PL and "e is NL

Then control input is PPL

5.4 RULE BASE

The design parameters of the rule base include:

1. Choice of process state and control output variables.

2 Choice of the content of the rule antecedent and the rule consequent.

3 Choice of term set for the process state and control output variables.

4 Derivation of the set of rules.
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5.4.1 CHOICE OF VARIABLES AND CONTENT OF RULES

The choice of designing a P-.PD-.PI- or PID like Fuzzy Knowledge Based
control (FKBC) implies the choice of process state and control output variables as
well as content of the rule antecedent and the rule consequent for each of the rules.
The process state variables representing the contents of the rule antecedent (11 part
of a rule) are selected amongst the
1. Error denoted by e.

2. Change of error denoted by "e.

The control output (process input) variables representing the contents of the
rule consequent (THEN part of the rule are selected amongst
1. Change of control output, denoted by "u.

2. Control output denoted by u.
Furthermore, by analogy with a conventional controller we have that
1. e(k)=reference -u(k).

2 7e(k)=e(k)-e(k-1).

In the above expressions, reference is the desired process output, u(k) is the

process output variable (controlled variable), k is the sampling time.
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5.4.2 CHOICE OF TERM SET

The linguistic values, members of the term set arc expressed as tuples of the
form <value sign, value magnitude>, example (positive big), (negative small) ete..
The value sign component of such a tuple takes on either one of the two values
positive/negative. The value magnitude component can take on any number of
linguistically expressed magnitudes, examples:- {zero, small, medium, big} or
{zero, small, big} or {zero, very small, small. medium, big, verybig} etc.. The

meaning of a tuple in the case of PI like FKBC, can be summarised as follows

1. Linguistic values of ¢ with a negative sign mean that the current process
output y has a value below the set point since e(k) = set point - y(k) < 0.
The magnitude of a negative value describes the magnitude of the
difference reference -y. On the other hand linguistic values of e with a
positive sign mean that the current value of y is above the setpoint. The

magnitude of such a positive value is the magnitude of the difference (set

point -y).

2. Linguistic values of "e with a negative sign mean that the current process

output y(k) has increased when compared with its previous value y(k-1)

since "e(k) = -(y(k)-y(k-1))<0.
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The magnitude of such an negative value is given by the magnitude of this
increase. Linguistic values of “e(k) with a positive sign mean that y(k) has
decreased its value when compared to y(k-1). The magnitude of such a

value is the magnitude of the decrease.

3. A linguistic value of "zero" for e means that the current process output is at
the set point. A "zero" of “c means that the current process output has not

changed from its previous value (ic) ~(y(k)-y(k-1)) ~0.

4. Linguistic values of “u(k) with a positive sign mean that the value of the
control output u(k-1) has to be increased to obtain the value of the control
output for the current sampling time k. A value with a negative sign means
a decrease in the value of u(k-1). The reason for this is that
u(k) = u(k-1) + ~u(k). The magnitude of a value is the magnitude of

increase/decrease of the value of u(k-1).

Suppose now that the term sct of e.”e.Mu all have been chosen equal in size
and contain the same linguistic expressions for the magnitude part of the linguistic
values, i.e., LE=L"E=L’\U={NB,NM,NS,ZE.PS,PM,PP} where, for example, NB3

reads "negative big" and PS reads "positive small". The rule base of pi like FKBC
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and describe the operational meaning of the if-then rules. The rule basc is shown

in table 5.2.

The cell defined by the intersection of the first row and the first column
represents a rule such as,

if e(k) is NB and ~e(k) is NB - then "u(k) is NI3

Now the set of rules can be divided in the following five groups:

Group 0: In this group of rules both e and "¢ are (positive or negative)small
or zero. This means that the current value of the process output variable y has
deviated from the set point but is still closed to it. The amount of change "u(k), in
the previous control output u(k-1) prescribed by this rules is also small or zero in
magnitude and is intended to correct the small deviations from the set point.
Therefore, the rules in this group are related to the steady-state behaviour of the

process.

Group 1: For this group of rules ¢ is negative big or medium which implies
that y(k) is significantly above the setpoint. At the same time, since "e(k) is
positive, this means that y is moving towards set point. The amount of change "u

which the rules of this group introduce to the previous control output u(k-1) is

66



intended to either speed up or slow down the approach to the sct-point. For
example, if y(k) is much above the set-point(e(k) is NB) and it is moving towards
the set-point with a small step("e(K) is PS) then the magnitude of this step has to

be significantly increased (“u(k) is NM ).

Group 2 : For this group of rules 1s either close to the set-point(PS.ZENS)
or is significantly below it (PM.PB). At the same time, since e is positive, y 1s
moving away from the set-point. Thus a positive change “u(k) in the previous
control output u(k-1) is intended to reverse this trend and make y, instead of

moving away from the set-point, to start moving away towards it.

Group 3: For this group of rules e is positive medium or big which means
that y(k) is significantly below the set-point. The amount of change "“u which the
rules of this group introduce to the previous control output u(k-1) is intended to
either speed up or slow down the approach to the set-point. For example, i y(k) is
much below the set-point (e(k) is PB ) and it is moving towards the set-point with
a somewhat large step (e(k) is NM then the magnitude of this step has to be only

slightly enlarged ("u(k) is PS ).
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Group 4: For this group of rules e is either close to the setpoint (PS.ZENS)
or is significantly above it (NM.NB). At the same time, since e is negative, y 1s
moving away from the setpoint. Thus a negative change "u(k) in the previous
control output u(k-1) is intended to reverse this trend and make y. instead of
moving away from the set-point.

start moving towards it.

In the context of the above five groups of rules, we can see that the size of
the term set determines the granularity of the control action of the FKBC. If one
desires better control resolution around the sct_point then onc can consider a
larger range of linguistic values for NS. 7L and PS, e.g.. PZE for "positive
zero".NZE for "negative zero".PVS for "positive very small". However. one
should be aware of the fact that the use of term sets with large size leads to the
increase in the number of rules. For example, if each of the term sets of ¢ and e

has 10 elements then the maximum number of rules in the rule base 1s zero.

5.4.3 DERIVATION OF RUILES

There are three major approaches to the derivation of the rules of a FKBC.

These three approaches complement each other and it seems that combination of
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them would be necessary to construct an effective approach to the derivation of

rules.

APPROACH 1

This approach is the one that is most widely used today. it is based on the
derivation of rules from the experience-based knowledge of the process operator
and/or control engineer. The approach is realised using two type of techniques.
1. An introspective verbalisation of expericnce-based knowledge
2. Interrogation of a process operator and/or control engineer using a carcfully

organised questionnaire.

Both the techniques help in providing an initial prototype version of the rule
base, specific for a particular application domain. Consequent tuning of
membership function and rules is necessary next step. For example in the case of a
PI- like FKBC, an initial set of rules, selected using either one of the above two
techniques, is implemented on the process under control. The subsequent response
of the closed-loop system to non-aperiodic disturbance is monitored in the phase
plane. The later is composed of error and change of error, and obtained trajectory
is used to update the set of initial rules. This procedure is then repeated as often as

required until an acceptable response is obtained.
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APPROACH 2.
This approach still in its early stages uses a linguistic description viewed as

a fuzzy model of the process under control, to derive the set of rules of a FKBC.

The general controller design idcas using such a fuzzy process model a
already described in the previous subsection. Based on the fuzzy process model.

cither a set of rules or an explicit fuzzy relation describing the FKBC is derived.

APPROACH 3

The approach, also in its early development stages release on the existence

of a conventional process model, usually a non-linear one.

5.5 CHOICE OF MEMBERSHIP FUNCTION

The linguistic values taken by the variables in the rules antecedent and the
rule- consequent, and symbolic representation of the rules are good enough (o
allow some quality analyses concerning the stability of the closed-loop system.
However, for needs of quantitative description of the behaviour of the closed loop
system, involving the computation of quantitative control output, one needs a

quantitative interpretation of the meaning of the linguistic values.
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The most popular choices for the shape of the membership function include
triangular, trapezoidal, linear and bell-shaped functions as shown in figure 5.2.
These three choices can be explained by the ecase with which a parametric,
functional description of a membership function can be obtained. stored with
minimal use of memory, and manipulated efficiently, in terms of real-time

requirements, by the inference engine.

5.6 CROSSPOINTS

Let M1 and M2 be two membership functions representing the meaning of
two different linguistic values of x which are elements of the term set Lx. A cross
point between M1 and M2 is that value Xcross in X such that

MI M2

(Ncross)

o O

Furthermore a cross point level is defined by the degree of membership of
Xcross, that is M1(Xcross) which, by the definition the crosspoint, is the same as
M2(Xcross). It may be the case that two membership function defining the
meaning of two different linguistic values may have more than one cross-point.
The number of cross points between two membership functions is called the

cross-point ratio. Fig 5.3 illustrates the above notions in the case of triangular

membership functions.
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5.7 INFLUENCE OF CROSS-POINT LEVEL

First the mapping from a term-set, say LX to membership functions on the
domain of error 'e' has to be such that the crosspoint level for every two
membership function is greater than zero. This means that every crisp value of
error belong to atleast to one membership function with degree of membership
strictly greater than zero. If this is not the case then there will be a crisp. input
value of error which cannot be matched during the fuzzification phase, to a
rule_antecedent. Thus, none of the rules will fire and consequently. no value for
the control output will be computed. This in turn leads to discontinuities in
the control output. Furthermore, if the crosspoint ratio between every two
membership functions is zero then only one rule at a time can fire. This situation is

depicted in figure 5.4

If each two adjacent membership function have a higher crosspoint level of
0.5 and a cross-point ratio of 1, then this provides for significantly less overshoot.
faster rise time, and less undershoot. The shape of the membership function does
not play a significant role but trapezoid functions are responsible for a slower rise
time. Though these results have an empirical character, the choice of the

cross-point level of 0.5 and a crosspoint ratio of 1 is the usual choice.
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2.5  COMPARISON OF PROPORTIONAL AND DERIVATIVE
CONTROLLER

ach of the modes of control s applicable to process having certam
characteristics and the importance of designing the controlled system must not be
overlooked. 11 all process consisted only onc capacitance without dead time there
will be no necessity for any complex control actions. The difficulty 1s that few. if

any. industrial process arc so simple in dynamic structure.

The following comments applicd to cach type of control

I Proportional derivative control provides the smallest maximum cirror because
the derivative part of the response allows the proportional sensitivity 10 be
increased to a high value. The stabilisation time is the smallest because of the
derivative action. The offsct is allowed but is only half that experienced

without derivative action.

o

Proportional-Integral-derivative control has the next  smallest  maximum
derivation and offset is eliminated because of the integral action. However,
(hat the addition of the integral action markedly increases the stabilisation
time.

3 Proportional control has the largest maximum deviation than controlers with
derivative action becausce of the absence of this stabilising mflucnce. Offsetis

also larger.
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SUMMARY

This chapter explains the development of fuzzy algorithmn and its design

implementation and discuss how a rule base is designed for wind energy

conversion scheme.
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SIMULATION

Simulation is the representation of a real life system by another system,
which depicts the important characteristic ol a real system and allows

experimentation on it. In other words simulation is an imitation of reality.

The technique of simulation has become an important role of decision
making. Its popularity is increasing continuously with the increase in popularity of

computers.

This chapter deals with the procedure for the simulation process used for

the fuzzy logic controller for wind energy conversion scheme.

PROCEDURE
The output of the controller is the modulation index. For the simulation the

modulation index should be related to the voltage delivered to the foad.

Output voliage V, —— [2/(2*%)[(Vr*Vr d(wi)) "
Vi * (deltam)

Where 'delta’ is the pulse width.
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By varying V, from '0' to 'V, ", the pulse width, 'delta’ varies from '0" to "[80’
degrees. The ratio of V, to V, is the control variable and is defined as the

amplitude modulation index.

If M, is the old modulation index, then the new modulation index can be
calculated by,
M, M + "M
Where “m is the change in the modulation index which is the defuzzified
output. This is equivalent to,

14

nl

V

) AL
nol ! l

/

Where V,, is the new output voltage, V_, is the old output voltage. "V, is

nol

the change in the output voltage.

This new output voltage is given to the FLC for the error and change in

error calculation.

The error value is constantly monitored for a present value and the output is
made to settle at the reference level. The plotting has been done by taking time
along the x-axis and output value along the y-axis. Error<vs>time and

Changeinerror<vs>time are also plotted.
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The software for the above simulation process has been presented in the
appendix with the software listing of the FLC. The graphs of the simulation are

also presented with it.

SUMMARY
In this chapter, the simulation method which was followed in the simulation

process of the FLC for Wind energy conversion process has been presented.
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CONCLUSION

The software realization of the fuzzy logic controller for wind energy

conversion scheme has been performed using C++.

An alternative controller based on fuzzy set theory can thus be used

effectively to extract maximum energy from the wind energy system.

Unlike it's counter part, the PID controller, no detailed mathematical model
is required by the FLC. Also, each rule addresses a wider scenario of operating
conditions and ensures change in temperature, variation in system parameter with

ageing or with change in operating conditions.

Having tested the performance of the controller by simulations. the results
show that good dynamic response characteristics are obtained over the other

conventional controllers.
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#include <math.h>
#include <string.h>
#include <iostream.h>
#include "plot.cpp”

#define mean O
#define product 1
#define bounded 2
#define yager 3
#define zadeh 4

#define LN -.5
#define MN -0.45
#define SN -0.46
#define ZE O
#define SP 0.45

#define MP 0.46
#define LP .5

class category

{

private:

char name[30];,
float x,y,z,left,beta, right,low high,1,ml.m,mh h;

public:
category() {},
void setname(char *);
char * getname();
float sshare( float,float.float, float),
float tshare( float,float float,float, float );
float Ishare( float,float, float);

~category(){ }:

void category :: setname(char* n)

{
}

strcpy(name,n);



char * category :: getname()
{

return name,

}

float category :: sshare( float input,float left,
float beta,float right)

{

float output,templ;
if (input >= right ) output =1.00;

else if(input>beta)
{temp1=(input - right)/(right-left);
output= 1 - (2 * (pow(temp1,2)));
}
else if(input >left)
{
temp1=(input -left)/(right-left);
output=2*(pow(temp1,2));
¥

else output=0.0;

return output;
} //end of sshare

float category :: tshare( float input,float x,
float y,float z float h )

{ float output;

Jf((input<=x) || (input >=h)) output=0.0;
if ((input > x) && (input <y)) output =(input -x)/(y-x);
if{(input >z) && (input <h)) output =(h-input)/(h-z);
if((input >=y) && (input<=z))output=1.00;

return output;

}//end of tshare

float category :: Ishare (float input,float low float high)
{

float output =0.0,

if (input >high) output =1.0;

else

if(input > low) output =(input-low)/(high-low);



return output;

float memberfun(double inval char curve, double I,
double ml,double mh,double h, double m_ char *name )

{
int 1=0;
double membership;

category categobj;
categobj.setname(name);

//close the function

switch(curve)
/* case's' :
membership—categobj.sshare(inval l.m h);

break:
*/ case 't'

membership=categobj.tshare(inval I ml,mh h);
break;

case'n':
ml=mh;
membership--categobj tshare(inval I mi,mh, h):
break;

case 'l':
membership=categobj.lshare(inval.l,h);
break;

case 'd":

m~categobj Isharc(inval | h),
membership - 1-m,
break;
default: cout << "irrelevant input"-~endl;
}//end switch

return(membership);

}//end of function loop



double min{(double a,double b)

{

return({a>=b)? b:a);
}

double max(double a,double b)

{
return((a>=b)? a:b);
}

double minimum(double x,double y.int type,double coell)

{

double temp;

switch(type)
{

case mean:
{ temp—(x ty)/2,
if (coeM=0&&coefl~2) temp~temp*coell:
return (temp);

)

case product:
{ temp—x*y.
if (coefM=0&&coell<2) temp=temp*coefl:
return{temp);

)

case bounded:

{ temp=max(0,(x t'y)-1);
if (coeffl=0& & coell<2) temp=temp*coefT:
return(temp);

}

case yager:

double exp~(1/coell);

double x1=pow((1-x),coe);
double y1=pow((1-y),coell);
temp=1-min(1.0,pow(x! 1 y1 exp));



return (temp);

case zadeh:

return((double)ymin(x.y));

}

default © cout <<"error has occured"<<endl,

main()
{ clrscr(),

int i,j,r=1,v;
double w[50],rule[50],0ut] 100],x[100],delout[ 100];
int q=0; x[0]=0.0;
int values=100,
double error[100],temp | temp2,changeinerror[ 100].mem 1} 10],mem2[ 10]:
double 1=0.0,m =0.0,ml=0.0,mh=0.0,h=0.0;
char *namel[7]={ "largenegative",
"mediumnegative"”,
"smallnegative",
"zero",
"smallpositive",
"mediumpositive”,
"largepositive"

IR

char *name2[7]={ "largenegative",
"mediumnegative”,
"smallnegative",
"zero",
"smallpositive",
"mediumpositive",
"largepositive"

s

char *graphname[4]={"output <vs~ time",
"QITQr <v§> lime”,

"changeinerror ~vs - time",



"changeinoutput <vs> time"

b
w[0]=LN;
w[1]=LN; w[2]=LN; w[3]=LN; w[4]=MN; w{5]=SN; w[6]=ZE,
w[7]=LN; w[8]=LN; w[9}]=MN. w[10]=MN; w[l[]=SN; w{12|=ZE; w[13]-SP;
w[14]=LN; w[15]=MN; w[16]=SN; w{17]=SN; w{I8]=ZF; w[19]=SP;, w|[20}=MP;
w[21]=MN; w[22]=MN; w[23]=SN; w[24]|=7E; w[25]=SP; w[206]=MP; w[27}=MP;
w[28]=MN; w[29]=SN; w[30}=ZE; w|31]=SP; w|32]=SP; w[33]=MP; w[34}=1.P;
w[35]=SN; w[36]=ZE;, w[37]=SP; w|38]=MP; w[39|=MP; w[40]=LP; w|41|=LP;
w[42]=7F; w[43]=SP; w[44]=MP; w[45]-LP: w[46]-LP: w[47]-1.P. w]4R8]-1.P:

double reference=3;
out{0]=0,
error{0]=0;

COUL KR A N M\ I 1 1 I\ 10K I I 0 1k ook o ok 5ok Sk Sk okt

<<endl;

cout <<"delout"<<"\t"<<"out"<<"\{"<<"error"<"\t"<-"changeinerror"- - endl.

COU‘.<<"**** ***"<<"\t"<("* kot k- ”\l".-—// REE B S AL /”\t 1o stk e sk st ske s ok ook sk sk ok ok ok sk 1

<<endl,

for(j=1;j<values;j++)

{

error[j]=(reference-out[j-1])/reference;
changeinerror[j}=(error[j]-error[j-1});

memI[0]=memberfun(error{j],'d", -0.6,-.7,-.68,-0.3,0,name | 0});
.memlI[l]=memberfun(error{j].,'n’, -0.45,-0.2 -0.2,-0.1,0.name|1]);
mem|[2]=memberfun(error(j],'n', -0.25,-0.1,-0.1,0.08,0,name 1 [2]);
mem | [3]=memberfun(error[j],'n', -0.08,0,0,0.08.0.name1|3]);
mem1[4]=memberfun(error(j],'n’,- 0.08,0.1,0.1,0.25,0,name1[4]):

k) sty

------

mem I {6]=memberfun(error(j],'l', 0.3,0.5.7..6,0.namel[6]);

mem2[0]=memberfun(changeinerror(j},'d", -0.6,-.7,- 68,-0.3.0,name2[0});
mem2{ I jJ=memberfun(changcinerror(j],'n', -0.45,-0.2 -0.2,-0 1,0, name2| 1 |);
mem2[2}=memberfun(changeinerror(j],'n’, -0.25.-0.1,-0.1,0 08,0,name2[2 .
mem2[3]=memberfun(changeinerror|j],'n', -0.08.0,0,0.08.0.name2| 3 });
mem2[4]=memberfun(changeinerror[j],'n',- 0.08,0.1,0.1,0.25.0.name2|4):
mem?2[5]=memberfun(changeinerror|j],'n', 0.1,0.2,0.2,0.45,0 name2[5]);

wwwwwwwww

mem2[6]=memberfun(changeinerror[j].1', 0.3,0.5,7,.6,0.name2|6]);



//rule base
rule{0] = minimum(mem!{0],mem2{0},4,0);
rule[ 1] = minimum(memI[0],mem2[1],4,0);
rule[2] = minimum(mem1{0],mem2{2],4,0),
rule[3] = minimum(mem1[0],mem?2|3],4,0);
rule[4] = minimum(mem {0}, mem?2[4},4,0);
rule[S] = minimum(mem1[0],mem2}{5],4,0).
rule[6] = minimum(mem1[0] mem2|6].4,0);
rule[7] = minimum(mem [ |},mem2[0],4,0);
rute[8] = minimum(memI1{i],mem2|1},4,0);
rule[9] = minimum(memi|l].mem2|2},4,0);
rule[10]= minimum(mem [ 1],mem2{3},4,0),
rule[ 1 1]= minimum(mem [ 1],mem2{4],4,0),
rule[12]= minimum(mem | | |, mem?2|5],4,0),
rule[ 13}]= minimum(mem 1| 1], mem?2{6],4.0);
rule[ 14]= minimum(mem 1[2],mem?2|0}.4,0);
rule[15]= minimum(mem1[2],mem2[1],4,0);
rule[ 16]= minimum(mem 1{2],mem?2[2],4,0);
rulef17]= minimum(mem 1{2],mem?2[3],4,0);
rule[ 18]= minimum(mem1[2],mem2[4].4,0);
rule[ 19]= minimum(mem1{2],mem?2[5],4.0);
rule[20]= minimum(mem1[2],mem2[6],4.0),
rule{21]= minimum(mem1{3],mem2[0],4.,0):
rule[22]= minimum(mem1{3],mem?2[1],4,0):
rule[23}= minimum(mem1{3],mem2|2],4,0);
rule[24]= minimum(mem I{3],mem2|3},4,0);
rule[25]= minimum(mem 1[3],mem2{4],4,0);
rulef26]= minimum(mem1[3],mem?2{5},4,0);
rule[27]= minimum(mem 1[3] mem2[6],4,0);
rule[28]= minimum(mem 1[4].mem2[0],4,0);
rule[29]= minimum(mem 1{4] mem2[ 1],4,0):
rule[30]= minimum(mem1[4] mem2[2],4,0):
rule[3 1}= minimum(mem 1[4}, mem?2[3],4.0):
rule[32]= minimum(mem1[4],mem2[4},4.0):
rule[33]= minimum(mem1[4],mem?2[5],4,0);
rule[34]= minimum(mem 1{4],mem2|6],4.0):
rule[35]= minimum(mem1[5],mem?2|0],4,0);
rule[36]= minimum(mem1[5],mem2[ 1],4,0);
rule[37]= minimum(mem]1|5],mem2[2],4,0),
rule[38]= minimum(mem1{5] mem2[3],4,0):
rule[39]= minimum(mem1]5],mem2[4],4,0);
rule[40]= minimum(mem1[5] mem2[5],4,0):
rule[41]= minimum(mem1[5],mem2[6],4,0);
rule[42]= minimum(mem1[6],mem2|0].4,0):



rule[43]= minimum(mem [[6],mem2[1],4,0),
rule[44]= minimum(mem[6],mem2[2].4.0);
rule[45]= minimum(mem [ [6],mem?2[3].4,0),
rule[46]= minimum(mem 1[6],mem?2[4],4.0);
rule[47}= minimum(mem1[6],mem2[5],4,0);
rule[48]= minimum(mem{[{6],mem2{6].4,0),

/* int k=0;
for(int i=0;,1<7;i++)
for(int j=0;j<7;j++)
{
rule[k]= minimum(mem I [i],mem2[j],4,0)
k-4t

}
*/
//APPLY DEFUZZIFICATION

for(i=0;i<49;i++)

{

temp I+=rule[i]*w[i],
temp2-+=ruleli];

}

delout[j]=templ/temp2;
out[j]=out[j-1]+delout[j];

cout <<"("<<j<<")"<<"\t"<<delout|j];
cout<<"\t"<<out[j]<<"\t"<<error|j}<<"\t"<~changeinerror|j|<~endl,

ifj>30&&r==1){getch():r=j; v=1,}
if(j>60& & v==1){getch(),v=j.}
if{r>90)getch();

}//for the for loop

for( q=0;q<values;q++)
{ x[q]=x{q-1]+0.1,
}

cout <<"*’k*************************************"/(»en(“-

cout <<"press enter to show the output response"- < endl,
cout <<“*’k*******************’k*****************"«j(;en(”-

getch();



plot(x,out,values,graphname|0]);

cout <<"************************************"//‘CH(”;
cout <<"press enter to show the error graph"-~endf;
cout <<"’k**************’k*******:k************".»‘/C”(”;

getch(),
pIot(x,err()r,values,graphname[ 1)

cout <<"*********************************«‘k***-‘k******"x*/endg;
cout <<"press enter to show the changeinerror graph" - endl:

cout <<"**’k*****’k************’k****Dk******#‘**********".v/',/ Cn(”;
getch();

plot(x,changeinerror,values, graphname| 2 ),

getch();

cout <<"*****************************-‘k****************"(\(fend'.

cout <<"press enter to show the change in output graph"<<endl;

cout <<"**********************************************"/.//ie'](ll;

plot(x,delout,values,graphname|3));
getch();



//plot
void plot(double *point1,double *point2,int values char * graphname)
{

double x1,x2,y1,y2,xmax,ymax,scalx_ scaly setpt;
int gd=DETECT,gm,i=0,

double d,e.r;

setpt=0.8;

initgraph(&gd,&gm,"");

xmax=getmaxx()-100;

ymax=getmaxy()-100;

scalx=xmax/10;

d=scalx;

line(50,ymax+75,xmax+50,ymax +75);
for(scalx=0;scalx<=xmax;scalx+=d)
line(scalx+50,77+ymax,50+scalx,75+ ymax);
outtextxy(38,ymax+80,"0.0");
outtextxy(1*d+38,ymax+80,"1.0");
outtextxy(2*d-+38 ymax+80,"2.0"):
outtextxy(3*d+38,ymax+80,"3.0");
outtextxy(4*d+38,ymax+80,"4.0"):
outtextxy(5*d+38,ymax+80,"5.0");
outtextxy(6*d+38,ymax+80,"6.0");
outtextxy(7*d+38,ymax+80,"7.0");
outtextxy(8*d+38,ymax+80,"8.0");
outtextxy(9*d+38,ymax+80,"9.0");
outtextxy(10*d-+38,ymax+80,"10.0");
outtextxy(xmax/2,getmaxy()-10,"TIME IN SECONDS");

scaly=ymax/(setpt*2.0);
line(50,ymax+75,50,10);

e=ymax/5.0;

r=e;

for(e=0,e<=ymax+60;e+=r)
line(48,ymax+75-¢,52,75-e+ymax);
line(50,ymax+75-3*r,xmax+50,ymax-+75-3*r);
outtextxy(point 1{0]*d+50,ymax+75-point2[0]*r,""):
for(i=1;i<values;i++)

{lineto(point 1 [i]*d+50,ymax+75-point2[i]*r); }
outtextxy(20,ymax-+75-0*r,"0");
outtextxy(20,ymax+75-1*r."1");

outtextxy(20.ymaxt75-2% "2"):
outtextxy(20,ymax+75-3%r."3");
)
)

outtextxy(20,ymax+75-4% "4"
outtextxy(20,ymax+75-5%r"5"

R
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outtextxy(20,ymax+75-6*r,"6"),
outtextxy(20,ymax+75-7*r,"7"),
outtextxy(4,ymax/2+4,"O"),
outtextxy(4,ymax/2+14,"U"),
outtextxy(4,ymax/2+24,"T"),
outtextxy(4,ymax/2+34,"P"),
outtextxy(4,ymax/2+44 "U"),
outtextxy(4,ymax/2-+54,"T"),
outtextxy(4,ymax/2+70,"V"),
outtextxy(4,ymax/2-+78,"A"),
outtextxy(4,ymax/2-+806,"L.");
outtextxy(4,ymax/2494."U"),
outtextxy(4,ymax/2+102,"5"),
settextstyle(4,0,4);
outtextxy(150,50,graphname);

}



ffinclude <iostream h>
flinclude <stdio. h>
#include <io.h>
ffinclude <bios.h>
#include <stdlib.h>
#include <stdarg.h>
#include <conio.h>
#include <math.h>
#include <graphics.h>
flinclude <dos.h>
#include <process.h>
void snd()
{
sound(1000),
delay(100),
sound(6000);
delay(100),
nosound();
delay(500);

)
void plot()

{

float px1,px2,px3,x1,x2,x3,xmax,yinax,scalx, scaly setpt;
float x11,x22,x33;

px1=-7;

px2=-6;

px3=-5;

x1=8+pxl1,

x2=8+px2;

x3=8+px3;

int gd=DETECT,gm,i=0;

float t=0.0,d,e,r;

setpt=0.8;
initgraph(&gd,&gm,"c:\\bed\\bgi");
xmax=getmaxx()-100;
ymax=getmaxy()-100;
scalx=xmax/16;
outtextxy(200,10/*xmax/2-50,getmaxy()-12*r */" RULE EXECUTION").
d=scalx;

scaly=ymax/(setpt*2.0);
e=ymax/20;
r=e,



line(50,ymax+75,7*d+50,ymax+75);

line(50,ymax+72-12%r,7*d +50,ymax + 72-12%*r);

line(50+10*d,ymax+72-12%r, 1 7*d 150, ymax 1 72-12%r);
for(scalx=0;scalx<6*d+38;scalx t=d)
line(scalx+50,78+ymax, S0 tscalx,75 t ymax);
for(scalx=0;scalx<6*d+38:scalx i =d)
line(scalx+50,ymax+72-12*r,50 +scalx,ymax +75-12%r);
for(scalx=0:scalx<6*d+38;scalxt=d)
line(scalx-+50+10*d, ymax-+72-12*r scalxt 50 1 10*d, ymax +75-12%*r);

outtextxy(48,ymax+80,"0");

outtextxy(1*d-+48 ymax+80."1");
outtextxy(2*d+48,ymax+80,"2");

outtextxy(3*d+48 ymax+80,"3");

outtextxy(4*d+48 ymax+80,"4");
outtextxy(5*d-+48,ymax+80,"5");
outtextxy(6*d+48,ymax+80,"6");
outtextxy(7*d+48,ymax+80."7");
outtextxy(xmax/2-50,getmaxy()-12*r,"--->VARIABLE 1");

outtextxy(48,ymax+78-12%r,"0");

outtextxy( 1 *d+48,ymax+78-12*r,"1");

outtextxy(2*d+48 ymax+78-12%r "2");
outtextxy(3*d+48,ymax+78-12*r "3");
outtextxy(4*d+48,ymax+78-12*r,"4");
outtextxy(5*d+48,ymax+78-12%r,"5");
outtextxy(6*d+48,ymax+78-12*r,"6");
outtextxy(7*d+48, ymax+78-12*r."7");
outtextxy(xmax/2-50,getmaxy()-10."-—-~VARIABLI: 2"):

outtextxy(48+10*d,ymax+78-12*r."0");
outtextxy(11*d+48, ymax+78-12*r."1");
outtextxy(12*d-+48 ymax+78-12%r "2").
outtextxy(13*d+48,ymax+78-12*r,"3"):
outtextxy(14*d+48 ymax-+78-12%r "4");
outtextxy(15*d+48,ymax+78-12%r "5");
outtextxy(16*d+48,ymax+78-12%r,"6");
outtextxy(17*d+48,ymax+78-12%r,"7"):
outtextxy(xmax/2-50+9*d,getmaxy()-12*r,"---> OUTPUT ");
line(50,ymax-+75,50,ymax+75-10*r);
line(50,ymax+72-12*r,50,30);
line(50-+10*d, ymax+72-12*r, 504 10*d,30):



(14T 1081 XBWA' )G 1Py £X° 1, TT-§ L+XBWA'()G 4 P, X )oUl|
A TT-SLAXRWAT )G | PR TX I T -TLAXRWA GG+ Py [ X)oUI|
{08 1XRWAN QS | Py X140 [ -6 LHXBWA G | P, 7X)oUl|

(10 1-§ L1 XBWA QG PR TX O8+XBWA )G 1Py | X)OUI|

(W0 1 TT-TLAXRWA'P 0 ] +0T)AXIXSTINO

a6 00 1k 1 T-TLAXBWA P 0 | +07)AX X010

800 1 0T-TLAXRWAP 0 [ +0Z)AXIX1INO

WL 00 O 1-TLAXBWAP 0 | +07)AXIXO1INO

(9700 48 1 =T L+XRWA' P, 0| +07)AXIX81INO

(S 00 el “CLAXCWAP L O] +0T)AXIXDNINO

(b 04" 1491 -TLAXBWAD L0 | +0T)AXIX31INO

€ 00 IS 1-TL+XBWA D, 0] +07)AXIXSNINO

T 00 Mt 1-TLAXBWAP L0 [ +0T)AXIXA1INQ

700 Ia £ 1-2L4XRWA D (0 [ +0T)AXIXD1INO

GO T 9% TT-TLHXRWA )7 )AXIX01IN0
(0604 5 1 T-TL+XRWA O )AXIXRINO
(0804 1x0T-TL+XBWA O )AXIXD1INO
WL 00 56 | ~T LA XBWA )7 )AX)XI1IN0
4970, 8 1-TL 4+ XBWA () Z)AXIXIINO
S 00 Tw L | -TL+XRWA)Z)AX]XD1INO
b 04 %9 1-TL +XBWA)Z)AXIXS N0
00 1S 1-TLHXRWA ) Z)AXIXONNO
(200 1P 1 -TL+XRWA QZ)AXIXI1NO
o1 00 e € 1-2L+XRWA () Z)AXIXD)INO

W0 10 10 1-TL A4 XBWA)Z)AXIXS1INO
(06 04 16~ TL+XBWA Q7 )AXIXI1INO
(08 0u 14 8-TL +XBWA(Z)AXIXO1INO
(ol O by L-TLAXBWA GZ)AXIXIINO
(09 00 149-TL + XBWA GZ)AX)X21INO
oS 00 15 S-TLAXRWA ()Z)AXIXO1INO
b 00 dx b TLAXBWA Z)AX)X1INO
£ 00 g £-TLAXBWA QAKX INO
(0T 00 A4 T-TLAXBWA QZ)AXIXONNO
ol 00 e | ~TLAHXBWA Q7 )AXIX31INO

(-G L i XBWA DL 1OS -G L+ XRWA P, (|4 O )oul
(1190, TS L 1 XBWA 3%, | | -G£ XeuIA =9)10)
{94 L - XRWA' ()G 9-G £ +XRWA O )auil]|

(1 105, TG L XBUWIA20 0 | |-G L +XBWA=D)10]
(-G L4 XBUIA* ()G 96 L +-XBUWIA O )oul]

(10, €] S L4 XBWA= 291()=0 )10]



line(50+11.5*d,ymax+76-17*r,50 12 5*d ymax + 70-17*r);
line(x1*d+50+10*d,ymax+72-12*r 50 +1 | 5*d,ymax-+76-17*r);
line(50+12.5%d,ymax-+76-17*r,x3*d 1501 10*d, ymax+80-12%r):
setfillstyle(8,15);

floodfill(50+11.5*d+10,ymax+76-17*r 110, getmaxcolor());

float invall=1.8,inval2=1 4:

for(int j=ymax+70;j>ymax +75-10%r;j-- 20)
{
outtextxy(inval1*d+50,j,"1").//input line
snd();

}

delay(2000),

for( j=ymax+75-12.5%r,j>ymax +75-22.5*r;j-=20)
{
outtextxy(inval2*d+50,j,"|");//input line 2
snd(),

}

for(i=20;i<204-8*d;i+=30)

{

outtextxy(i,ymax-+72-9*r "-")://fin line
snd(),

}

for(i=ymax-+72-17*r;i<ymax+72-8*r;i 1 =30)
{outtextxy(7*d+48,i,"");

snd();//vertical line

}

for(i=20;i<16*d+48;i+=30)

{.

outtextxy(i,ymax+72- 17%c,"-").// Sline
snd();

}

}

void main()

{
plot(),

getch(),
}



#include <iostream h>
#include <stdio.h>
#include <io.h>
#include <bios h>
#include <stdlib . h>
#include <stdarg.h>
ffinclude <conio h>
#finclude <math h>
ffinclude <graphics.h>
#include <dos.h>
flinclude <process.h>
void snd()
{
sound(1000);
delay(100);
sound(6000);
delay(100);
nosound();
delay(500);
}

void plot(float *px,float inval)

{

inval-+=8;

float x[30],xmax,ymax,scalx,scaly,se(pt;
for(int j=0,j<28;j++)

x[j1=8+px][j]

int gd=DETECT,gm,i=0;

float t=0.0,d,e,r;

static struct

{int ovval; }ov[50];

setpt=0.8;
initgraph(&gd,&gm,"c:\\bc4\\bgi");
xmax=getmaxx()-100;
ymax=getmaxy()-100;

scalx=xmax/10;

d=scalx;
line(50,ymax+75,xmax+50,ymax  75);//x axis
for(scalx=0;scalx<=xmax:scalx t—d)
line(scalx 1-50,77-+ymax,50 t+scalx,75 | ymax);
outtextxy(38,ymax+80,"-8");
outtextxy(1*d+38,ymax-+80,"-7"),



outtextxy(2*d 138 ymax t 80."-6");
outtextxy(3*d+38 ymax 80 "-5");
outtextxy(4*d+38 ymax+80."-4");
outtextxy(5*d-+38,ymax +80,"-3");
outtextxy(6*d+38 ymax+80,"-2");
outtextxy(7*d+38 ymax+80,"-1");
outtextxy(8*d+38,ymax+80,"0");

outtextxy(9*d+38 ymax+80."1");

outtextxy(10*d+38 ymax+80,"2");
outtextxy(11*d+38 ymax180,"3"),
outtextxy(12*d+38,ymax-+80,"4");
outtextxy(13*d-+38 ymax+80,"5");
outtextxy(14*d+38,ymax+80,"6");
outtextxy(15*d+38, ymax+80,"7"),
outtextxy(16*d+38,ymax+80,"8");

outtextxy(xmax/2,getmaxy()-10,"l variable");
scaly=ymax/(setpt*2.0);

e=ymax/15.0;

r=e;

line(8*d+50,ymax+75,8*d+50,ymax-75-12*r);
for(j=0:j<28.j+=4)

{line(x[j]*d+50,ymax-+80, x[j -1 *d ! 50,ymax175-10%*r);
line(x[j+1]1*d+50,ymax+75-10*r x[j1 2]*d | 50,ymax175-10%*r);
line(x[j+21*d+50,ymax+75-10*r x|j1 3]*d ! 50,ymax i 80);
}

/ffor(int k=0:k<10;k++)

for(j=ymax+80.j>100:j-=20)

{

outtextxy(invalt*d+50,j,"|").//input line
snd();

}
for(e=0;e<=ymax+75-5*r,e+=r)
line(8*d-+46,ymax+75-e,8*d+50,75-e+ymax); //small line

outtextxy(8*d+20,ymax+75-0%r,""):
outtextxy(8*d+20,ymax+75-1*r,"0.1");
outtextxy(8*d+20,ymax+75-2*r,"0.2");
outtextxy(8*d+20,ymax-+75-3*r,"0.3");
outtextxy(8*d+20,ymax+75-4%*r "0 .4");
outtextxy(8*d+20,ymax+75-5%r,"0.5");
outtextxy(8*d+20,ymax+75-6*r,"0.6")

1



outtextxy(8*d+20,ymax+75-7*r,"0.7"),
outtextxy(8*d+20,ymax+75-8*r,"0.8");
outtextxy(8*d+20,ymax+75-9%r,"0.9");
outtextxy(8*d+20,ymax+75-10%r,"1.0");
outtextxy(2*d +60,ymax+75-8*r,"LLN"),
outtextxy(4*d+60,ymax+75-8*r,"MN"),

outtextxy(6*d+60,ymax+75-8*r,"SN"),
outtextxy(8*d+60,ymax+75-8*r,"ZE"),
outtextxy(10*d+60,ymax+75-8*r,"SP"),
outtextxy(12*d 160, ymax I-'75-8*r,"MP").
outtextxy(14*d 160, ymax 1 75-8*r,"LP"),

outtextxy(4,ymax/2+4,"M");
outtextxy(4,ymax/2+14,"E"),
outtextxy(4,ymax/2+24,"M");
outtextxy(4,ymax/2+34."B");
outtextxy(4,ymax/2+44,"E"),
outtextxy(4,ymax/2+54,"R"),
outtextxy(4,ymax/2+70,"S"),
outtextxy(4,ymax/2+78,"H"),
outtextxy(4,ymax/2+86,"1");
outtextxy(4,ymax/2+94,"P"),

}

void main()

{

float px[]={-7,-6,-5,-4,
-5,-4.-3,-2,
-3,-2,-1,0,
-1,0,1.2,
1.2.3.4,
3.4.5.06,
5,6,7.8 1},

float inval=-4;
plot(px,inval),
getch(),

}



#include <graphics. h>
#include <iostream h>
#include <math.h>
finclude <conio.h>

main()

{

int 1=0,j;

char *arrptrs[56]={ "LN " "LN""ELN""LN""LN" "MN""SN""ZE",
"MN CUULNTULNT LN "MN" SN "ZE" 'SP
"SNOUULNTLNT"MNT SN "ZE" 'SP "MP",
"ZE CU'LNY"MNT SN ZEY 'SPt "MPtLP".
"SP U "MINY SN 'ZEY 'SP "MPY M LPY MLP",
"MP CUUSNUUZE USSP UMPY ULP LR LR,
"LP CUUZE"USPUUMP MLPY P P LD,

cout <<"***********}’;**********".—j:,jjel‘(ll;

cout <<"THIS IS THE FAM MATRIX"<<endl:
cout <<"**********************"(\,/\endl\/\(\:endl;
cout <<"  LNMMNMUSNUZEMSPMMPALP"<<endl:
COUt T e "<endl;
do{
J=0;

do{

cout <<arrptrs[i]<<"\t";
it
1+
twhile(j<8),
cout <<"\n":
} while(i<56);
getch();

}



#include <graphics h>
#include <stdio.h>
#include <conio.h>
#include <dos.h>
#include <stdlib.h>
#include <process.h>
#include "title2 cpp”
f#include "title3.cpp”
main()
{ main2(),
mainl(),
int gd&=DETECT,gm,1,j;
initgraph(&gd,&gm,"");
for(i=500;i>100;i-=50)
{
cleardevice();
settextstyle(4,0,6);
outtextxy(50,50,"idea and realization"),
rectangle(i,410,i+325,460);
settextstyle(3,0,5);
outtextxy(i+10,410,"c.chandrasekar.");
sound(250);
delay(25);
sound(460);
delay(25);
nosound();
}
for(i=500,i>100;i-=100)
{
cleardevice();
settextstyle(4,0,6);
outtextxy(50,50,"idea and realization");
settextstyle(3,0,5);
rectangle(100,350,425,400);
outtextxy(110,350,"C.Chandrasekar.");
rectangle(i-10,410,i+315,460);
outtextxy(i,410,"N. Ravikumar");
sound(250),delay(25),
sound(460);delay(25);
nosound();,
}
for(i=500;i>100;i-=100)
{

cleardevice();



settextstyle(4.0,06);
outtextxy(50,50,"idea and realization");
settextstyle(3,0.5);
rectangle(100,290,425,340);
outtextxy(110,290."C.Chandrasekar.");
rectangle(100,350,425,400);
outtextxy(110,350,"N.Ravikumar");
rectangle(i-10,410,i+315,4060);
outtextxy(i,410,"T Sivakumar");
sound(250);delay(25),
sound(460);delay(25);
nosound();
}
for(i=500;i>100;i-=100)
{
cleardevice();
settextstyle(4,0,0),
outtextxy(50,50,"idea and realization");
settextstyle(3,0,5);
rectangle(100,230,425,280);
outtextxy(110,230,"C Chandrasekar.");
rectangle(100,290,425,340);
outtextxy(110,290,"N.Ravikumar.");
rectangle(100,350,425,400);
outtextxy(110,350,"T Sivakumar"),
rectangle(i-10,410,i+315,460);
outtextxy(i,410,"N.Venkatesh.");
sound(250);delay(25),
sound(460);delay(25),
nosound();
}
for(i=500;1>100;i-=100)
{
cleardevice();,
settextstyle(4,0,0);
outtextxy(50,50,"idea and realization");
settextstyle(3,0,5),
rectangle(100,170,425,220);
outtextxy(110,170,"C.Chandrasckar "),
rectangle(100,230,425,280);
outtextxy(110,230,"N Ravikumar."),
rectangle(100,290,425,340);
outtextxy(110,290,"T Sivakumar.");
rectangle(100,350,425,400);



outtextxy(110,350,"N Venkatesh.");
sound(250);delay(25);
sound(460).delay(25);
nosound();,

}
getch(),
closegraph();



void snd(void);

void kumb3(void);

void mainl()

{

int ij,k;

int gd=DETECT, gm,
fllush(stdin);
intgraph(&gd,&gm,"");
cleardevice(),
settextstyle(4,0,10);
outtextxy(100,100,"Opening");
outtextxy(250,200,"up");
delay(3000),
for(i=1,i<15;i++)

{

sound((i*40)+300);
cleardevice();,
settextstyle(1,0.,i);
outtextxy(145,150,"F"),
delay(10);

}

nosound();
for(i=1,i<15;i++)

{

sound((i*40)+300);
settextstyle(1,0,15);
outtextxy(145,150,"F"),
cleardevice();
settextstyle(1,0,i);
outtextxy(230,150,"L");
delay(10);

}

nosound();
for(i=1;i<15;i++)

{

cleardevice();
sound((i*40)+300);
settextstyle(1,0,15);
outtextxy(145,150,"F"),
outtextxy(230,150,"L"),

settextstyle(1,0,i),
outtextxy(300,150,"C");
delay(10);



nosound();

nosound(),

delay(100),

sound(300);

delay(400),

sound(1200);

delay(430);

sound(900),

delay(400),

sound(500);

delay(400),

sound(300);

delay(500);,

nosound();

delay(100),

kumb3();

//getch();

}

void kumb3(void)

{
int gd=DETECT,gm;
initgraph(&gd,&gm,"c:\BC4\\bgi" ),
settextstyle(3,0,4);
outtextxy(120,2,"F"),
snd(),
outtextxy(180,100,"L");
snd(),
outtextxy(230,200,"C");

snd();
outtextxy(173,30,"UZZY"):
snd();
outtextxy(230,128,"OGIC");
snd();
outtextxy(285,230,"ONTROLLER");
snd(),
outtextxy(300,300,"GUIDED BY");
snd(),
outtextxy (300,325, " *kdkokkodokkr).

outtextxy(320,350,"PROF.RAMPRAKASH"):

snd();
outtextxy(320,380,"MRS.DEVI"),
snd();

sound(200);

delay(200);



sound(400);
delay(200);
sound(200):;
delay(200);
sound(600);
delay(200);,
sound(200);
delay(200);
sound(800);
delay(200);
sound(200);
delay(200);
sound(1000);
delay(1000);
sound(200);
delay(200),
nosound();
/ getch();

closegraph();,

)

void snd(void)

{
sound(1000),
delay(100),
sound(6000);
delay(100);
nosound(),
delay(500);

}



main2()

{

int gd=DETECT,gm,i,;,a=320,b~240,¢+=200,n""75;
float x1,x2,x3,x4.1;
initgraph(&gd,&gm,"c:\\beA\bgi").
setcolor(15);
for(i=0;1<n;i++)

{

sound(i*10);

setcolor(15);

circle(a,b,c-i),

circle(a,b,i);
rectangle(i,i,640-1,480-i);

}

nosound();
for(i=0;i<185;i++)

{

sound(i*50),

setcolor(0);,
circle(320,240,i);

}

setcolor(15);
settextstyle(4,0,8);
for(i=100,i<2000;i+=100)

{

sound(i);
settextstyle(4,0,8);
outtextxy(175,90,"fuzzy"),
outtextxy(230,160,"logic"),
outtextxy(200,220,"controller");
settextstyle(1,0,5);

}

nosound();
/1 getche();

setfillstyle(0,0);
for(i=0,i<480;i++)
bar(0,i,640,50+i);
/1 getche();

}
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