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ABSTRACT

A mobile Ad-hoc network is an autonomous system of mobiic nodes
characterized by wireless links. The central challenge in the design of Ad-hoc
networks is the development of the dynamic routing protoco! that finds route
between mobile nodes and provides more security during communication.
Many such routing protocols have already been proposed which could provide
sceurity only to a certain extent such as AODV (Ad hoc On-demand Distance

Vector Routing Protocol)

AODYV is a routing protocol for the operation of ad-hoc networks. Each
Mobile Host opcrates as a specialized router and routes are obtained as needed
i.c. on-demand with little or no reliance on periodic advertiscments. AODV
provides loop [ree routes cven while repairing broken links. Becausc the
protocol does not require global periodic routing advertisements, the demand
on the overall bandwidth available to the mobile nodes is substantially less than

in thosc protocols that do necessitate such advertisements.

[lere we present a new protocol called “Ad hoe On-Demand Position-
Based Private Routing Protocol (AO2P)” for Ad-hoc networks shich
provides more sceured routing and reliable communication between nodes. It
maintaing most ot the advantages maintained in both AODV and several other |
Distance-Vector rouling algorithms, ‘The performance of this algorithm s
evaluated in terms of qualitative metrics such as packet delivery ratio and

secured data delivery.
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I. INTRODUCTION

An ad hoc wircless network is a dynamic network without any fixed
infrastructure and centralized control system. Indeed all components (nodcs)
of this network are potentially mobile without any wired connection between
them, and any node can act as a router. This freedom of mobility, however,
results in frequent Jink disconncctions between the components since they have
a limited communicating distance determined by their radio range. Ad hoc
wireless nctworks are normally used for specific strategic purposes, such as
military deployment, cmergency task force operation or temporary special
business activity where it is not possible to have a fixed infrastructure. Due to
the constantly varying topology in mobile ad hoc networks, it is quitc difficult
to maintain the entire network’s routing information accurately and guarantee
the message delivery. Therelore, dynamic multihop paths arc constructed to

routc messages while mobile nodes cooperate wandering.

1.1 OVERVIEW OF EXISTING SYSTEM:

1.1.1. AD HOC ON-DEMAND DISTANCLE VECTOR (AODYV)

AODV is essentially a combination of DSR (Dynamic Source
Routing) and DSDV (IHighly Dynamic Destination Sequenced Distance
Vector Routing). It borrows the basic on-demand mechanism ol route
Discovery and Route maintenance from DSR. plus the use of hop-by-
hop the routing. sequence number and periodic beacon from DSV,
When a source S needs a path to some destination D, it broadcasts a
route request message enclosing the last known sequence number to that -
destination. The roule request is broadcasted across the network until it
reaches a node that has a route to the destination with the destination
sequence number higher than that enclosed in the request. Bach node
that lorwards the route request creates a reverse route lor itsell” back o
node S, when the route request reaches a node with a route 1o Do that

node generates a route reply that contains the number of hops necessary



to rcach D and the sequence number for 1D most recently seen by the
node gencrating the reply. Each node that participates in forwarding this
reply back forward the originator of the route request {(node ) creates a
forward route to D. The state created in each node along the path from §
to I is hop-by-hop state that is, each node remembecrs only the next hop
and not the entire route as would be done in source routing.

In order o maintain routes, AODV (Ad-hoc On-demand Distance
Vector Routing) normally requires that cach node periodically transmit a
FIELLLO message, with a default rate of once per second. Failure to
receive three consecutive HEILLLO message from a neighbor is taken as
an indjcation that the link to the neighbor in question is down. When a
link goes down, any upstream nodc that has recently forward packets to '
destination using that link is notified via an unsolicited routc reply
conlaining an infinite metric for that destination. Upon reccipt ol such a
route reply, a node must acquite a new route to the destination using

route discovery.

1.1.2 DRAWBACKS OF EXISTING SYSTEM

. Usces a single path which is unrcliable.
. Low packet delivery ratio.

. No load balancing.

e Increased packet drop ratio.

. No proper security.

1.2 OVERVIEW OF PROPOSED SYSTEM:

1.2.1 AO2P ROUTING PROTOCOL

1 AO2D. all the nodes first get its position from the GPS (Global
Positioning Sysiem) enabled system. The position values arc bemg
communicated o the trusted server, The source gets the position ol the

destination [rom the server. When the source gets the position of its



destination, it also gets the time when the position is updated and an
authentication code.

In AO2P (Ad-hoc On-demand Position based Private Routing
Protocol), a source discovers the route through the delivery of a routing
request to its destination. Once a source nceds to find the route to 1ts
destination, it first generates a pseudo ldentification (ID) and a
temporary MAC (Message Authentication Code) address tor itself
through a globally defined hash function using its position and the
current time as the inputs, The source then scnds out a routing request
(treq) message. The rreq message carries the information needed for
routing, such as the position of the destination and the distance from this
source to the destination, as well as the source pscudo ID.

Since it is possible that another node has updated the same
position (yet at a differcnt time) to the position servers, a destination
challenge message is carried in the rreq to make sure that the right
destination will be rcached. This message is also a result of a hash
function. of which the inputs arc the position of the destination and the -
time at which this position is updated. The neighboring nodes around the
source, called receivers, will receive the rreq. A recciver checks the
destination challenge message to find out whether it is the destination. I
not, a receiver assigns itself to a receiver class, Lach receiver uses a hash
function to generate a pseudo 1D and a temporary MAC address.

The receivers thein contend for the wircless channel to send out a
hop reply (hrep) message in a so-called rreq contention phase. fhe
receiver who has successtully sent out the hrep will be the next hop. lts
pseudo 11 is carried in the hrep. On receiving the hrep. the source
replies with a confirm (entin) message. Its next hop replies to this
message with an ack. Upon receiving the ack, the source saves the
pscudo 11 and the emporary MAC address of the next hop in its routing
table, Alter receiving the enfm. the nexi-hop receiver becomes a sender.

It seads out the modificd rreq. which carries the distance from atscll o



the destination. The TTL (Time-to-Live) value is reduced by 1.
Neighboring nodes around it will contend to be its next hop. Once the
sender reccives a hrep, it couples the pseudo 1D and the temporary MAC
address of its next hop with those of its previous hop and saves the pairs
in the routing table. The searching of the next hop is repeated until the
destination receives the rreq. After identifying the destination challenge
message, the destination sends out a hrep. After recciving the enfm from
its previous hop, the destination sends a routing reply (rrep) message
through the reverse path to the source.

The source finds out whether it reaches the right destination by
deerypting the information with the destination’s public key and
comparing the authentication code with the one it obtained through the
position request a route discovery failurc will occur when a sender
cannot {ind a legitimate next hop. The source will start a new route
scarch based on the destination’s most updated position after a back off
time. Aftcr a roule is built up, data packets arc delivered following the
pseudo ID and temporary MAC address pairs in the routing lables. -
Routing maintenance mechanisms in (traditional ad hoc routing
algorithms can be used for AO2P. When a route is broken, an crror

message will be sent back,

1.2.2 ADVANTAGES

e Uses a single path which is rcliable.
. Low packet loss ratio,
. [Low packet drop ratio.

) Securced transmission.
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2. SYSTEM REQUIREMENTS ANALYSIS

During the system analysis phase a thorough analysis of the system is
carried out to find the various featurcs that can be incorporated to make the
system better than the existing ones. The following are the objectives of
conducting such an analysis:

o Evaluation of the feasibility of developing the systcm

¢ }ivaluation of the cost of development

e Preparation of the System Requirements Specification
During this phase a flow ol the system was clearly understood. The system was
divided into modules and clearly outlined. The programming language most
suitable for the development of the system and the minimum hardware

requirements for the system are also identified.

2.1 PRODUCT DEFINITION:

AO2P: Ad-Hoc On-demand Position based private routing
Protocol is for mobile Ad-hoc networks. Position request and Route
requests arc broadcasted for initial route formation. AO2P provide
increascd secure and reliable data communication. This ensures privacy

during communicatien.



2.2 PROJECT PLAN:

WORK

DURATION

Feasibility Analysis

One week

Literature survey

Five weeks

RCquiremcnts_gathering

Two weeks

Study and analysis bctween

various protocols

Two weeks

Abstract pfébaration

One week

Technology familiarization

Two weeks

Study about AODV

Onc weeks

[mplmﬁcnlation ol AO2P

Five weceks

Table 2.1: Project Plan
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3. SOFTWARE REQUIREMENTS SPECIFICATION

3.1 PURPOSE:

The purpose of this document is to specify the requirements of
our project “Implementation of Ad-Hoc on-demand position-based
privatc routing protocol”. It describes the interfaces for the system.
The document also bridges the communication gap between the

customer and analyst.

3.2 SCOPE:

SRS forms the basis of agreement between the client and the
supplier and what the software product will do. It also provides a
reference for the validation of the final project.

Any changes made to the SRS in the future will have to go

through formal change approval process.

3.3 DEFINITION:
¢+ Customer
A person or organization, internal or external to the producing
organization, who takes financial responsibility for the system. Ina
large system this may not be the end user. The customer is the
ultimate recipient of the developed project and its artifacts.
o User
A person who uses the system that is developed.
s Analyst
The analvst. dctails the specification  of the system's
functionality by deseribing the requirements aspect and other

supporting soflware requirements.



3.4 ABBREVIATIONS:
SRS Software Requirement Specification

AQ2P . Ad-hoc On-demand Position based Routing.

3.5 GENERAL DESCRIPTION:

3.5.1 PRODUCT OVERVIEW

This project aims to provide reliability and security in ad-
hoc wireless network. It uses AO2P protocol. A scrver contains
the position information of all the nodes. Each and every node
gets the position of another node from the server and transmits
data by broadcasting a route request message along with the
position of the destination. Thus more sccurity 1s imposed as

communication is based on position of destination.

3.5.2 GENERAL ASSUMPTIONS
o All the nodes get the position using a GPS enabled system.
o The nodes update their position information to the scrver.

e ‘The server is assumed o be a trusted one.

3.6 DEVELOPMENT AND OPERATING ENVIRONMENT:

3.6.1 SOFTWARE REQUIREMENTS

Operating System : Windows XP
[Language O, Java
1D : Glomosim 2.03 (Simulator)
Compiler o PARSLEC
3.0.2 HHARDWARE REQUIRFEMENTS
Processor s Intel Pentium IV
RAM - 250 MD3
[Tard disk P At least 2 G [ree space



3.7 DESIGN CONSTRAINTS:
The following assumptions are made while simulating the project
e The position of the nodes is specificd in the input file.
e Source, destination and server nodes arc specified in input

file.

3.8 SOFTWARE CONSTRAINTS:

The system requires that Glomosim 2.03 simulator, Java and C to

be installed.
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4. SYSTEM STUDY

4.1 AO2P:

In AO2P, a source discovers the route through the delivery ol a
routing request to its destination. A node cn-route will generate a pseudo
node ID and a temporary MAC address. Once a route is built up. data is
forwarded from the source to the destination based on the pscudo IDs.
Once a source nceds to find the route to its destination, il first generates
a pseudo 1D and a temporary MAC address for itsclf through a globally
defined hash function using its position and thc current time as the
inputs. Such a procedurc makes the probability that two active nodes
(i.c., nodes involved in routing) have the same ID and MAC address
small and negligible. The source then sends out a routing request (rreq)
message. The meq message carrics the information needed for routing.
such as the position of the destination and the distance from this source
to the destination, as well as the source pseudo 1D.

Since it is possible that another node has updated the samc
position (yet at a different time) to the position scrvers. a destination
challenge message is carried in the rreq to make suye that the right
destination will be reached. ‘Lhis message is also a resull of a hash
function, of which the inputs arc the position ot the destination and the
time at which this position is updated. Rreq carries the challenge
message instead of the time for less information revelation. Rreq also
carrics a Time-to-Live (1'71.) number that deals with the possible loop,
TT1, is the maximum number of the hops a rreq can be forwarded. A |
source node can estimate the TTL value according (o the distance [rom
the source to the destination and the radio transmission range for cach
hop. The ncighboring nodes around the source. called receivers. will
receive the req. A recejver cheeks the destination challenge message to-

find out whether it is the destination. 1 not, a receiver assigns itself Lo a

(1



receiver class. Each rccciver uses a hash function to generate a pseudo

I and a temporary MAC address.

Source Forwarder  Forwarder Forwarder Destination
hrep !
cnfm !
ack rreq|
i
hrep ;
cnfm
ack rreg
p— +  endm
. . rreq
— e
v ! hrcp
| cnfm
e S —— ey —r
i ack
: ! rrep
l rrep ;
nep ; R :
; .

Fig 4.1 Message flow in AO2P routing discovery

The inputs of the hash function arc the receiver’s position and the
time it receives the rreq. The reecivers then contend for the wireless .
channel to send out a hop reply (hrep) message in a so-called rreq
contention phase. 1he receiver who has successfully sent out the hrep
will be the next hop. Its pseudo D is carried in the hrep. On receiving
the hrep, the source replies with a confirm (enfin) message. Its next hop
replics (o this message with an ack. Upon receiving the ack. the source
saves the pscudo 1D and the temporary MAC address of the next hop in
its routing table. After receiving the cnfm, the next-hop recciver
becomes a sender. It sends out the modilied rreq. which carries the
distance {rom itself o the destination. The 11T value is reduced by 1
Neighboring nodes around it will contend to be its next hop. Once the '

sender receives a hrep. it couples the pseudo 11 and the temporary MAC



address of its next hop with those of its previous hop and saves the pairs
in the routing table. The searching of the next hop is repeated until the
destination receives the rreq. After identifying the destination challenge
message, the destination sends out a hrep. After receiving the enfm from
its previous hop, the destination sends a routing reply (rrep) message
through the reverse path to the source.

The source finds out whether it reaches the right destination by
decrypting the information with the destination’s public key and
comparing the authentication code with the onc it obtained through the
position request a route discovery [ailure will occur when a sender
cannot find a legitimate next hop. The source will start a new roule
search based on the destination’s most updated position alter a back off |
time. After a route is built up, data packets are delivered following the
pseudo 1D and temporary MAC address pairs in the routing tables.
Routing maintenance mechanisms in traditional ad hoc routing
algorithms can be used for AO2P. When a route is broken. an crror
message will be sent back to the source by the node that has discovered
the broken link. In AO2P, during the communication. the destination
will update its new position to the source through the reverse route. The
source can thus start a new routing discovery using the updated position

intormation.

4.2 PARSEC:

PARSEC (for PARallel Simulation Environment [or Complex
systems) is a C-based discrete-cvent simulation language. 1t adopts the -
process interaction approach to discrete-cvent simulation. An object
(also referred to as a physical process) or set of objects in the physical
system is represented by a logical process, Interactions among physical
processes are modeled by time stamped message exchanges among the

corresponding logical processes.



One of the important distinguishing features of PARSEC is its
ability to execute a discrete-event simulation model using several
different asynchronous parallel simulation protocols on a variety of
parallel architectures. PARSEC is designed lo cleanly separatc the
description of a simulation model from the underlying simulation
protocol, sequential or parallel, used to cxecute. Thus with few
modifications, a PARSEC program may be exccuted using the
traditional scquential simulation protocol or onc of many parallel
optimistic or conservative protocols.

The PARSEC language is derived from Maisie, but with several
improvements, both in syntax of the language and in its execution

environment.

4.3 GLOMOSIM:

GLOMOSIM is a library-based sequential and parallel simulator
of wircless networks; it is designed as a sct of library modules, cach of
which simulates a specific wireless communication protocol in the .
protocol stack. The library has been developed using PARSEC: a C-
based parallel simulation language. New protocols and modules can be
programmed and added to the library using this language. GloMoSim
has been designed to be extensible and composable.

GloMoSim (for Global Mobile Information System Simulator}
clicetively utilizes parallel execution to reduce the simulation time of

detailed high-fidelity models of large communication networks.



4.3.1 ARCHITECTURE

Data Plane Control Plane
Applicat.iunl Application Processing ]—r Application setup
. |
RIP Wrapper | | RCTP |
Transport | TransportWrapper |1  TCP/UDP Control
i Rswvp "
B R DU B
P . PWepper  |=—iPMbileP iRouting
kot Soreonst |V [T [Routing _ Clustering

Network i Handle| Control

1 |

Link Layer | PacketSwreForward  j—( AckFlow Contol |

MAC Layer | melll‘apper

o l

Radio { FrameProcessing |  Ralio StatusiSenp
Wireless | PropagationModel ___________}=il__mo_bﬂiw

Fig 4.2 GloMoSim Architecture

The networking stack is decomposed intoe a number of
layers. A number of protocols have been developed at cach layer
and models of these protocols or layers can be developed at
different levels ol granularity.

In GloMoSim, the simulation can be scaled to thousands
of nodes. If we have to instantiate an entity for each node in the
runtime, the memory requirements would increase dramaticatly.
The performance of the system will also degrade rapidly. To
circumvent these problems network gridding was introduced into
the simulation.

The network gridding technique means that we  can
increase the number of nodes in the system while maintaining the
same number of entitics in the simulation, Some of the existing

available GloMoSim models are shovwn below,

| misicrs  [CSRatiosetupt=— Clustering



LAYER MODELS
~ APPLICATION TCPLIB(telnet,ftp), CBR(constant
bit ratc traffic), Replicated file
system, H1'TP
. TRANSPORT TCP(FreeBSD).UDP.NS o
'TCP(Tahoe) and others
UNICAST AODV, Bellman-Ford, DSR.
ROUTING Fisheye, flooding, I, AR(Scheme-1).
NSDSDV. OSPF, WRP
. MACLAYER CSMA, FAMA . MACA. IEEE
802.11
RADIO Radio with and without capture o
capability
"7 PROPAGATION | Treespace. Rayleigh, Ricean, SIR
CIM
~  MOBILIY Random \\-'ai-;poinl,_ random drunken.

ECRV, Group mobility

Table 4.1 Models currently available in GloMoSim

4.3.2 DIRECTORY STRUCTURE OF GLOMOSIM

After downloading and unzipping GloMoSim. it should

contain the following directories:

\application contains code for the application layer

\bin for executable and input and output files

\include contains common include files

\mac containg the code for the MAC layer

\main contains the basic framework design

wnetwork contains the code for the network laver

v\radio contains (he code for the physical layer



\transport contains the code for transport layer

4.4 C:

C was evolved from ALGOL., BCPL. and B by Dennis Ritchie at
Bell Laboratories in 1972. C uses many concepts from these Janguages
and added the concept of data types and other powerful features. Since it
was developed along with UNIX operating system, it is strongly
associated with UNIX. This OS which was also devcloped in beli
laboratorics was coded almost cntirely in C,

The rapid growth of C led to development of different versions of
the language that werc similar but often incompatible. This posed a
serious problem for system developers. To assurc that the C language
remains standard, in 1983, American National Standards Institute
(ANSI) appointed a technical committee to define a standard for C. The
committee approved a version of C in 1989 which is now known as

ANSI C.

4.4.1 IMPORTANCE OF C

C is a robust language whose rich set of built-in functions
and opcrators can be used to write any complex program. The C
compiler combines the capabilitics ol an asscmbly language with
the features of the high-level language and therefore it is suitable
for writing both system software and business packages.

Programs written in C are efficient and fast. This is due to
its varicty of data types and powerlul operators, [t is many times
faster than BASIC. There arc only 32 keywords and its strength
lics in its built-in functions. Several standard functions are
available which can be used lor developing programs.

C is highly portable. This means that O programs written

for onc computer can be run on another with litle ov no



modification. Portability is important if we plan to usc a new
computer with different OS.

C language is well suited for structured programming, thus
requiting the user to think of a problem in terms of function
modules or blocks. A proper collection of thesc modules would
make a complete program. This modular structure makes

program debugging, testing and maintenance easier.
4.4.2 WHY USE C?

C has been used successfully for every type of
programming problem imaginable from operating systems (o
spreadsheets to cxpert systems - and efficient compilers arc
available for machincs ranging in power from the Apple
Macintosh to the Cray supercomputers. The largest measure of -

C's success seems to be based on purcly practical considerations:

» the portability of the compiler;

¢ the standard library concept:

o apowerful and varied repertoire ol operators:

e an clegant syntax;

¢ rcady access to the hardware when needed:

¢ and the ease with which applications can be

optimized by hand-coding isolated procedures

C is often called a "Middle Level” programming language.
This is not a reflection on its lack of programming power but
more a reflection on its capability 1o access the system's Jow level
functions. Most high-level languages (c.g. FORTRAN) provide
evervthing the programmer might want to do already build into

o¢ (c.g. assembler) provides

Iy

the language. A low level langua

nothing other than aceess to the machines basic instruction sct. A



middle level language, such as C, probably doesn't supply all the
constructs found in high-languages - but it provides you with all
the building blocks that you will need to produce the results you

want!

443 USES OF C

C was initially used for system development work, in
particular the programs that make-up the operating system. Why
usc C? Mainly because it produces code that runs nearly as fast as
code written in assembly language. Some examples of the usc of

C might be:

e Operating Systems

¢ Language Compilers
e Asscmblers

e ‘lext Editors

e Print Spoolers

e Nctwork Drivers

e Modern Programs

e Data Bascs

o [.anguage Interpreters

o [Jtilitics

In recent years ¢ has been used as a general-purposc
language because of its popularity with programmers. [t is not the
world's casiest language 1o learn and yvou will certainly benelit if
you are not learning C as your (irst programming language! C s
(rendy (1 nearly said sexy) - many well established programmers
are switching 1o C lor all sorts of reasons. but mainly because of

the portability that writing standard € programs can olfcr.

o)



4.5. JAVA:

4.5.1. INTRODUCTION

Java is an object-oriented programming language with a
built-in application programming interface {APL) that can handle
graphics and user interfaces and that can be usced 1o create
applications or applets. Because of its rich set of API’s, similar to
Macintosh and windows, and its platform independence, Java can
also be thought ot as a platform in itsclf.

Java is a general purposc programming language with a
number of features that make the language well suited for use on
the World Wide Web. Small Java applications are called Java
applets and can be downloaded from a Web server and run on
your computer by a Java compatible Web browscr, such as

Netscape Navigator or Microsoft Internet ixplorer.
The Java platform has two components:

¢ The Java Virtual Machine
e The Java Application Programming Interface

(APD)

Java Virtual Machine is the base for the Java platform and
is ported onto various hardware-based platforms. The APT is a
large collection of ready-made soltware componcents that provide
many usclul capabilities. such as graphical user interface (GUI) -
widgets. [t 1s grouped into libraries of rclated classes and

interlaces: these libraries are known as packages.

A5 FEATURES OF JAVA

Development Tools: The development tools provide

evervihing  you'll need for compiling. running.  monitoring,

vl
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5. DESIGN DOCUMENTS

5.1 INPUT DESIGN:
There arc several modules available in cach layer of GloMoSim.
For our project the changes made in some modules are as {ollows:

\Glomosimapplication\Application.pe:

\Glomosiminetworkinwip.pe:

#include “ao2p.h”

casc IPPROTO_AQ2P: {
RoutingAo2pl TandleProtocolPacket{node, msg, sourceAddress.
destinationAddress. ttl);

break;

casc ROUTING PROTOCOIL AOQ2P:{
RoutingAo2pHandicProtocollivent(node. msg).

break:

clse if (stremp(protocolString, "AO2P") ==10) {
ipLayer-=routingProtocolChoice = ROUTING PROTOCOL AQ2F:
RoutingAo2plniy node. (GlomoeRoutingAo2p**)&iplaver-
sroutingl’rotocol. nodelnput):



casc ROUTING PROTOCOL AQO2P:
RoutingAo2pkinalize(node);
break;

\Glomosim\include\nweommon.h:

#defline IPPROTO_AO2P 123

\Glomosimtinclude\network.h:

typedel enum {
ROUTING PROTOCOIL. AO2P,

¥ NetworkRoutingProtocol Type;

\Glomosimimainimakefile.pc

Jetworkhao2p.pe

Wlomoesimimainiimakent.pe

call pee Yoparseellags% -1 Mincludet - inetwork? -clock fonglong -¢
Jnetworklao2p.pe

SGlomosimibinicontig.in

i The following paramcter represents the maximum simulation time,
The #inumbered

7 Portion can be Tollowaed by optional letters to modily the simulation
(ime.

- for example:

JOONS - 100 nano-seconds



f 100MS - 100 milli-seconds

# 1008 - 100 scconds

# 100 - 100 seconds (default case)
# 100M - 100 minutes

f 100H - 100 hours

# 100D - 100 days
SIMULATION-TIME 2008

# The following is a random number secd used to initialize part of the
seed of

# various randomly generatcd numbers in the simulation. This can be
used to vary

# the sced of the simulation to see the consistency of the results of the

# simulation.

SEED 1

# The following two parameters stand for the physical terrain in which
the nodes |
#t arc being simulated. For example, the following represents an arca of
size 100

# meters by 100 meters, All range parameters are in terms of melers.

TERRAIN-DIMENSIONS (700. 700)

# the lollowing parameter represents the number of nodes being
simulated.

NUMBER-OI-NODLES 10

i The Tollowing parameter represents the node placement strategy.
SCRANDOM: Nodes are placed randomly within the physical terrain.
L UINIFORM: Based on the number ol nodes in the simulation. the

physical



# terrain is divided into a number of cells. Within each cell. a node is

# placed randomly.

#- GRID: Node placement starts at (0, 0) and are placed in grid format
with

# each node GRID-UNIT away from its ncighbors. The number of
nodes has to bc

# squarc of an integer,

#- FILE: Position of nodecs is read from NODE-PLACLMIENT-TILL.
On each linc of

# the file, the x and y position of a single node is scparated by a space.

NODU-PLACEMENT  FILE
NODE-PLACEMENT-FILE ./nodes.input
# NODE-PLACIEMENT  GRID

# GRID-UNIT 30
ANODI-PLACEMENT  RANDOM

# NODE-PLACEMENT  UNIFORM

# the following represents parameters for mobility. IF MOBILTTY is sel
1o NO.
i than there is no movement of nodes in the model.

MOBILITY NON}:

# Random Waypoint and tts required paramcters.

ANVOBILITY RANDOM-WAYPOINT
ANVOBILITY - WDP-PAUSE 100S
AMORBILTTY-WDP-MIN-SPLEED 0
AMOBILIYY - WP-MAX-SPEED 20
SMOBILTHY TRACHE

AMOBILITY TRACE-FIEL /mobihty.in



#MOBILITY PATHLOSS-MATRIX

# T'he following parameters arc necessary for all the mobility models

MOBILITY-POSITION-GRANULARITY 0.3333

# PROPAGATION-LIMIT:
# Signals with powers below PROPAGATION-LIMIT (in dBm)
# arc not delivered.

PROPAGATION-LIMIT  -111.0

# PROPAGATION-PATHLOSS: path loss model

# FREE-SPACL:

#  Friss free space model.

#  (path loss exponent, sigma) = (2.0, 0.0)

# TWO-RAY:

#  “I'wo ray model. It uses free spacc path loss

(2.0, 0.0) for near sight and plane carth
path loss (4.0, 0.0) for [ar sight. The antenna
height is hard-coeded in the model (1.5m).

F PATHLOSS-MATRIX:

HPROPAGATION-PATIILOSS  FREE-SPACL
PROPAGATION-PATHLOSS TWO-RAY
HPROPAGATION-PATHI.OSS PATHI.OSS-MATRIX
SPROPAGATION-FADING-MODIEL RAYTEIGI
fPROPAGATION-IFADING-MODLIL RICIAN
RICTAN-K-FACTOR 5

SNOISE-FIGURE: noise figuwre
NOISE-FTIGURLL 10,0



# TEMPARATURE: temparature of the environment (in K)
TEMPARATURE  290.0

# RADIO-TYPE: radio model to transmit and reccive packets
# RADIO-ACCNOISE: standard radio model
RADIO-TYPI: RADIO-ACCNOISE

# RADIO-FREQUINCY: frequency (in hertz) {Identifying variable for
multiple

# radios)

RADIO-FREQUENCY  2.4¢9

# RADIO-BANDWIDTH: bandwidth (in bits per second)
RADIO-BANDWIDTH 2000000

# RADIO-RX-TYPE: packet reception model

# SNR-BOUNDI:D:

# It the Signal to Noise Ratio (SNR) is more than

#  RADIO-RX-SNR-THRESHOLD (in dB). it reccives the signal
i without error.

RADIO-RX-TYPL SNR-BOUNDED
RADIO-RX-SNR-TTIRESHOLD 9.1

HRADIO-RX-TYPE BIER-BASED

#BER-TABLE-IFILE Jber_dbpsk.in

£ RADIOCTX-POWER: radio transmission power (in dI3m)
RADIO-TX-POWER 15.0

# RADIO-ANTENNA-GAIN: antenna gain (in di3)
RADIO-ANTENNA-GAIN 0.0

# RADIO-RX-SENSITIVITY: sensitivity ol the radio (in dBBm)
RADIO-RX-SENSITIVITY -91.0

FORADIO-RXCTHRESHOLD: Minimum power for received packet (in
di3m)

RADIO-RXTHRIESHOLL -81.0



MAC-PROTOCOL 802.11
#MAC-PROTOCOL CSMA
#MAC-PROTOCOL MACA
#MAC-PROTOCOL TSMA
#ISMA-MAX-NODE-DEGREE 8
#MAC-PROPAGATION-DELAY 1000NS

NIETWORK-PROTOCOL 1P
NETWORK-QUTPUT-QUEUE-SIZE-PER-PRIORITY 100

#RED-MIN-QUEUL-TIIRESBOLD 150
#RED-MAX-QUEUE-THRESHOLD 200
#RED-MAX-MARKING-PROBABILITY 0.1
#RED-QUEUE-WEIGHT .0001
#RED-TYPICA]-PACKET-TRANSMISSION-TIMI: 64000NS

HROUTING-PROTOCOI. BELLMANIORID
ROUTING-PROTOCOL  AO2P
#ROUTING-PROTOCOL.  DSR
SROUTING-PROTOCOIL  LARI
AROUTING-PROTOCOL WRP
#ROUTING-PROTOCOL.  FISHEYL
#ROUTING-PROTOCOL  7RP
#70NE-RADIUS 2
#ROUTING-PROTOCOI.  STATIC
#STATIC-ROUTE-FH.I. ROUTESIN

i The following is used to setup applications such as 1P and Telnet.
CThe Tile will need to contain parameters that will be use to
2determine connections and other characteristics of the particular

Fapplication.



APP-CONTIG-FILE /cbr.in

# The following parameters determine if you are intcrested in the
statistics of

# a a single or multiple layer. By specifying the following paramcters as
YIS,

# the simulation will provide you with statistics for that particular laycr.
All

# the statistics are compiled together into a file catled "GLOMO.STAT"
that is

# produced at the end of the simulation. APPLICATION-STATISTICS
YIS

TCP-STATISTICS NO

UDP-STATISTICS YES

ROUTING-STATISTICS YIS
NETWORK-LAYER-STATISTICS YES
MAC-LAYER-STATISTICS YES
RADIO-LAYLR-STATISTICS YIS
CITANNEL-LAYER-STA'TISTICS YIS

MOBILITY-STATISTICS YIS

2 GUI-OPTION: YES allows GloMoSim to communicate with the Java
Gui Vis Tool

NO does not

GUI-OPTION  YES
GUIL-RADIO YIS
GUI-ROUTING YI:S
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6. TESTING
Testing is done to detect the flaws in the softwarc which helps in
developing a quality product. This implies not only to the coding phase but to

uncover etrors introduced in all the previous phases.

6.1 PRODUCT TESTING:

To make GloMoSim work, copy the GloMoSim and parsec
directorics in to C:\Glomosim and add the following path in
environmental variables.

Path:

C:\Glomosim\glomosim\parsec\bin;

Creale a new environmental variable named PCC DIRECTORY.
PCC _DIRECTORY:

C:iGlomosim\glomosim\parsec
and make sure that jdk 1.2 or above is installed.
The following arc the types of tests that were performed in our project.

UNIT TESTING: Ilach and every module is tested separately o cheek
it its intended functionality is mel. As our protocol is writlen using
PARSEC lunctions, the command used to compile 1s as follows:

>pee module.pe
This would generate module.pi {iles and module.o files.

Make sure to include header files at proper places.

INTEGRATION TESTING: It is the testing performed to detect crrors
on interconnection between the simulator GloMoSim and our protocol.
This is done to ensure that it works in ssmchronization with cach layver of

simulator.



[f the following code is not added in C:\Glomosimimainimakefile.pc.,
call pee Y%parsecflags%-1.. \include\-L...\network\-clock longlong —¢c

Gnetwork\al2p.pe

then the GloMoSim exccutable file will not be generated in bin
directory, hence the GloMoSim will not work. The error observed will
be: *No rule 1o make AO2P as target file™. So adding of the specified
code shown in the section 4.1 1s necessary.

After making all the changes in the required files go to main directory
and type

>makent.bat

now the glomosim.exe file will be created and it will be ready to work,
If not given the changes will not be updated and hence no output is

ohserved.

6.2 SYSTEM TESTING:

Using the simulator we generate the nodes and attacker nodes.
Nodes send position request to the server to get the position ol the
destination. Then they send route request to identity the route. The
attacker nodes are unauthorized. They vy to access the packets
transmission. After implementing AO2P protocel it is tested that the
packets through the attackers are discarded and a new route 1s identified
to the destination, [t is tested that the nodes can be yun in any number of
systems. We tested by placing the attacker in between two nodes. cven
though there 1s a delay in finding a new route the packets through the

attackers 1s discarded.
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7. FUTURE ENHANCEMENTS

At present we have implemented the AO2P protocol and presented in GloMoSim
static Ad Hoe networks. In future, our protocol can be implemented and tested in
Dynamic Ad Hoc networks. AO2P which docs not rely on the exposure of the

position information has been shown to provide a great amount of sccurity.

We propose following two future research directions.

Privacy evaluation:

Internal attackers are able 10 obtain pieces of question information of their targets.
Based on this information they can estimate the trajectories of their target or reduces
the anonymity set. Future work will include building analytical models for mobility

and traffic based on which node anonymity can be quantitied.

Security issucs and mitigation techniques:

In AO2P the next hop is determined by node contention. A malicious node can
always use the most aggressive contention mechanism to become the next hop. Onee
it is included in a route, it can conduct different attacks, such as changing the position
of destination in the routing request or dropping data packets alter the route is build
up. More seriously, protecting the privacy of intermediate nodes in AO2P makes it
almost impossible (o identify those attackers. A modified channel contention scheme
will be developed. The next hop cannot be decided by a receiver itself. but by both
the sender and the receiver. Information exchange is needed based on which a

required trust between a previous hop and its potential next hop can be assessed,
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8. CONCLUSION

We have presented a new secured routing scheme based on
reactive geographical routing protocol, called AO2P (Ad-Hoc On-Demand
Position Bascd Private Routing Protocol), for ad hoc wircless networks to cope
with the problems of overhearing and sccurity attacks. The protocol deals with
the quasi-stationary nctworks which have limited amount of movement The
proposed protocol utilizes the position information of each node to transmit the
data and find a sccured path.

The AO2P finds a path {rom source to the destination which can
be trusted and free of attacks. The destination will update its ncw position (o
the source through the reverse route. The source can thus start a new routing
discovery using the updated position information

In AO2P the identities for the two ends of a communication are
anonymous to other nodes. AO2P also protects the privacy for nodes acting as
intermediate forwarders, as they do not need to exposce any inlormation during
data delivery.

[n general, AO2P combines both the advantages of reactive
routing protocols which offer routing information with some latency since it
usually needs (o launch the route discovery process if it has no pre-discovered
route thus reducing the bandwidth and geographical protocols which uscs the
location information ol the nodes in the network to find the route, thus reducing
contrel message overhead. Thus AO2D is better compared (o other competitive

routing protocols.
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9. APPENDIX

9.1 SAMPLE SOURCE CODE:

HEADER FILES

ftifndet AO2P H
#deline AO2P_IT
#include "1p.h"
#include "main.h"

#include "nwcommon.h"

#define BAD_LINK LIFETIME 2 * RREP WAIT TIME
fidefine BCAST _ID_SAVE 30 * SECOND

fidefine REEV_ROUTE LIFI: RREP_WAIT TIML
#define MY ROUTE 1O 2 * ACTIVE ROUTE TO
#define RREQ RETRIES 2

#definc TTL_START 1

#define TTL INCREMENT 2

fideline 1'TT. THRESHOILD 7

fidefine AO2P_INFINITY 255

#idefine BROADCAST _JITTER 10 * MILIT SECOND

/* Packet Types */

typedet unsigned char AO2P_PacketType:
ddefine AO2P PREQ O

#deline AQ2P_PREP 1

#tdeline AO2P. RREQ 2

fideline AO2P RREP 3

fidefine AO2P DATA 4

fiidefine AO2P ACK 5

fdetine AO2P IREQ 6

sdefine AO2P APREQ Y

tvpedel strucl



AQO2P PacketType pktlype;

NODY_ADDR servAddr;

NODE ADDR srcAddr;
NODE _ADDR cdestAddr;
int posi;

int Certificate;

+ AO2P PRIEQ Packet;

typedef struct
{
AQO2P Packetlype pktType;
NODE ADDR servAddr;
NODI: ADDR destAddr;
NODE ADDR cdestAddr;

int posi;

} AO2P PRIEEP_Packet:

typedel struct
d
AO2DP PacketType pktlype:
int beastld:
int posi:
NODI ADDR destAddr:
Amt destSeq;
NODE ADDR sreAdd
fnt sreSeq:
NODE ADDR lastAddr
int hopCount;

LAO2P RREQ Packet;



typedef struct
{
AO2P PacketType pktType;
NODE ADDR servAddr,
NODE ADDR srcAddr;
int Certificate;

3} AQ2P_APREQ Packet,

typedel struct

{
AO2P Packet'lype pktType;
NODE ADDR srcAddr;
NODL:_ADDR destAddr;
NODI. ADDR destAddrl;
//int destSeq;

int posi;

int hopCount;
clocktype lifetime:

b AO2P _RREP Packet;

typedel struct

0
i

AQ2P PacketType pkt'lype:;
NODL ADDR sreAddr:
NODIL ADDR destAddr;
NODE ADDR CsreAddr:
NODIE ADDR CdestAddr:
P AO2P ACK Packet:

ivpedel struct



AO2P PacketType pktType;
NODE ADDR srcAddr;
NODE ADDR destAddr;

NODE_ADDR CsrcAddr;
NODE ADDR CdestAddr;
NODE ADDR lastAddr;
inl beastld;

it posi;

' AO2P TREQ Packet;

typedef struct

{

int numPostRequestSent;

int numAttackerPostRequestSent:
int numPostRequestReceived;

int numAttackerPostRequestReceived;
int numPostReplySent;

int numPostReplyReceived:

int numRequestSent;

int numRequestRecerved;

int numlRequestSent:

int numlRequestReccived;

int numReplySent;

int numReplyReceived:

int numDatalxed;

int numDataReceived:

int numRoutes:

EAOZEP Stals:



void RoutingAo2plInit( GlomoNode *node, GlomoRoutingAoZp o2pPtr,
onst GlomoNodelnput *nodelnput),
void RoutingAo2pFinalize(GlomoNode *node),
void RoutingAo2pHandleData(GlomoNode *node, Message *msg,
NODE_ADDR destAddr);
void RoutingAo2pHandlePostRequest(GlomoNode *node, Message
*msg);
void RoutingAo2pHandleAPostRequest(GlomoNode *node, Message
*msg);
void RoutingAo2pHandlcPostReply(GlomoNode *nede, Mcessage *msg
NODE ADDR destAddr);
void RoutingAo2pHandleRequest(GlomoNoede *node, Message *msg,
int ttl);
void RoutingAo2plTandlelRequest(GlomoNode *node. Message *msg,
int til);
void RoutingAo2pllandleReply(
GlomoNode *node, Message *msg, NODL ADDR srcAddr.
NODE_ADDR destAddr);
int Encode(int input,int key);
int Decode(int input);
int Insode{int* ):
int Desode(int* ss);
void RoutingAo2pRoutertunction(GlomoMode *node Message *msg.
NODE ADDR destAddr, BOOL *packetWasRouted):
void RoutingAo2pPacketDropNotiticationtandler(GlomoNode *node.
const Message™ msg. const NODE ADDR nextITopAddress):
void RoutingAo2pSetTimer(GlomoNode *node, long event'hype.
NODE ADDR destAddr, clocktvpe delay):
void RoutingAo2plnitiatePREQ(GlomoNode *node. NODE ADIR
destAddr),

void RoutingAo2plnitiate PREP(GlomoNode Fnode. Message *msg):



void RoutingAo2plnitiateRRI:P [ {GlomoNode *node, Message *msg);
void RoutingAo2plnitiatctRREQ(GlomoNode *node, NODE ADDR
destAddr, Message *msg);

void RoutingAo2plnitiatcRREP{GlomoNode *node, Message *msg);
void RoutingAo2plnitiateRREPbyIN(GlomoNode *node, Message
*msg);

void RoutingAoZpRelayRREP{GlomoNode *node, Message *msg,
NOBDI:_ADDR destAddr);

void RoutingAo2plnitiateDATA(GlomoNode *node, Message *msg,
NODE ADDR destAddr);

void RoutingAo2phitiate ACK(GlomoNode *node, Mcessage *msg);
void RoutingAo2pHandleAck(GlomoNode *node, Message *msg,
NODE_ADDR destAddr),

void RoutingAo2plnitiate]R1Q(GlomoNode *node. NODI: ADDR
destAddr, Message *msg);

void RoutingAo2plnitiatcAPREQ(GlomeNode *node, NODL: ADDR
destAddr):

endil /* AOQ2P H */

HANDLING PROTOCOL PACKET

void RoutingAo?2pHandleProtocolPacket{ GlomoNaode *node. Message
*msg, NODIL ADDR srcAddr,

NODI ADDR destAddr. int ttl)

{

AO2P PacketType *ao2pllcader -

(AOQ2P PacketType*)GLOMO MsgReturnPacket{msg):

switch (Fao2plleader)

{_

case AQ2P PRIEQ:



{

RoutingAo2pHandlePostRequest(node, msg);
break;

}
case AO2P PRE!:

{

RoutingAo2plTandicPostReply(node, msg, destAddr):
break;
}
case AO2P RRIQ:
{

RoutingAo2pHandleRequest(node, msg., ttl);
break:
}
case AO2P RREP:

{

RoutingAo2pllandleReply(node, msg, srcAddr, destAddr):
break;

}

casc AO2P DATA:

{

RoutingAo2ptlandleData(node, msg. destAddr):
break:

;

case AO2P ACK:

{

RoutingAo2pHandleAck(node, msg, destAddr):
break:

h
case AO2P IREQ:

i
i



RoutingAo2pHandlelRequest{node, msg, ttl);
break;

}

case AO2P _APREQ:

{

RoutingAo2pllandleAPostRequest(node, msg);
break;

;

default:

assert{IF ALSE); abort(};

break;

}

b /* RoutingAo2pHandlcProtocolPacket */

INITIATE PPOSITION REQUEST FUNCTION

void RoutingAo2plnitiatcPREQ(GlomoNode *node. NODLE_ADDR
destAddr)

{

GlomoNetworkIp* ipl.ayer = (GlomoNetworklp *) node-»
networkData.netswork Var:

GlomoRoutingAo2p* ao2p - - (GlomoRoutingAo2p *) iplayer-»
RoutingProtocol:

Message *newMsg;

AQO2P PRIEQ Packet *preqPkt:

char *pkiltr:

int pkiSize = sizeo{AO2P PREQ Packet):

mt -1

newMsg = GLOMO MsgAlloc(node. GLOMO MAC TLAYER. 0.
MSG MAC T'romNetwork):

GLOMO  MsgPacketAlloc(node, newMsg. pkiSize):



pktPtr = (char *) GLOMO MsgReturnPacket(newMsg);

preqPkl = (AO2P PREQ Packet *) pktPtr;

preqPkt->pktType = AO2P PREQ;

preqPki->servAddr = destAddr;

preqPkt->srcAddr = node->nodeAddr;

pregPkt->cdestAddr = 7;

preqPkt->posi = 0;

preqPkt->Certificate =node->nodcAddr;
NetworkIpSendRawGlomoMessage(node, newMsg, ANY _DLEST,
CONTROL, IPPROTO_AO2P, tl),

ao2p->stats.numPostRequestSent++;

}

INITIATE ATTACKER POSITION REQUEST

void RoutingAo2plnitiate APRIIQ(GlomoNode *node. NODI: ADDR
destAddr)

{

GlomoNetworklp* ipLayer = (GlomoNetworklp *) node->
networkData.networkVar,

GlomoRoutingAo2p* ao2p — (GlomoRoutingAo2p *) ipl.ayer-=
routingProtocol;

Message *newMsg:

AQ2P APRLEQ Packet #apregPki;

char *pktbrr;

int pktSize = sizeof(AO2P APREQ Packet):

int ttl=1:

newMsg = GILOMO MsgAlloc(node, GLOMO MAC TAYER. 0.
MSG MAC FromNcetwork):

1 OMO MsgPacketAlloc(node, newMsg. pktSize);

pktPtr - (char *) GLOMO MsgReturnPacket{newMsg )



apreqPkt = (AO2P_APREQ Packet *) pktPtr;

apreqPki->pktType = AO2P APREQ;

apreqPkt->servAddr = destAddr;

apreqPkt->srcAddr = node->nodeAddr;

apreqPkt->Certificate =node->nodeAddr;
NetworkIpSendRawGlomoMessage(node, newMsg, ANY DEST,
CONTROL, IPPROTO_AQO2P, ttl);
ao2p->stats.numAttackerostRequestScnt-++;

}



9.2 SAMPLE OUTPUTS:

Sample output in GloMoSim Visualization tool showing the
transmission range of each node:

AOZ2P-VISUALIZATION

File WView Simulale Options Dehug

_‘J !J _j @ __lJ —HJ I :':::::gr(sec:msuczlnu:msec}

Al ! - e ————————— e e

Info: Aleve above the Mode to get itz coordinates




Sample output in GloMoSim visualization tool showing the node
connections:

AQ2P-VISUALIZATION

File View Sinwlate Options Debuy o B y _I__!_t_)rp
T Timer{seciImsec:micrisnc)
2| ¥ _| D) AL
FEIFA At 2 iy et . 43

‘ _.._. e B e im e . . L
Tnfa: Blove above the Wode to et ity coprdinates Coorditiatas of Mouse: X0 436Y: 82




Sample output where External Attacker node-9 is broadcasting to
nodes: 6 & 4

File Wiew Simulate

Options Debug

Healp

| ¥|

| @) 1] W

Timer{sec:mscc:minfnsNc)
1:0:0

Coordinatos of Moyso:




Sample output where source node-2 transmits messages to nodc-3:

File WView Simulale Options Debup Help

£I !J _I @ L’ ll I? ;:’;T;;e‘lr;.s?e[;:_;nlsec-:.n.i.tr:tue;t.rr:)

Infa: Lo I Courdinates of Mouse:




Sample output showing options available in GioMoSim VT«

Lile View  ‘simwdote  Qptions Lebay

TIMefRRNIMIEnIMinTnsan)
FA1ITI2AHT

< Options Dialog...

Show Transmission Range: | |3

BShow Node Connections:
se Demo Colors:

Broadcast Color

Info: i e Cuum dingtes vl Muusy;
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