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SYNOPSIS

This project aims at developing 1 sc“*ware
for load flow studies by Fast Decoupled method. The
program 1s written in FORTRAN77 and tested fo-
number of power systems on LAN computer system.

The detailed results for o 4 bus systa=n 1s

presented. This software proves tc be verv “lexible
and user friendly. It has wide «applicatiors. Tae
limitations while implementing the availabie “Faost
Decoupled " theory, in a digital comrutar @a-e

discussed.
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CHAPTER I
INTRODUCTION

1.1 LOAD FLOW ANALYSIS

A load flow study is the <determination of
the voltage, current, Power factor or reactive ©cower
at various points in an electric netwecrk unader
existing or contemplated conditions of ncrmel
operation. Load studies are essential in planning the
future development of the system because satis~actorey

operation of the system depends on knowing

por)

v

effects of interconnections with other power svstem
of new loads, new generating station arc Taw

transmission lines before they are installed.

A load flow solution of the powsr svstem

requires mainly the followinc steps.

{i) Formulation of the network equations.

1]

(ii) Suitable technique for solution =27 <+~
equations.

There adre numerous techniques availakblie F2

H

the load flow studies. Gauss seidal and Newton

“h

Raphson methods are considered mos*t impecrtors

)
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them. The Gauss seidal method is known fo¥re its

less core space but takes many iterations. The
Newton Raphson method 1is good in convercence
but consumes much of «c¢ore memory. The =DLF
method <consumes less core space and zqually
good in convergence. The comparison cf the
various methods can be described as below.

1.2 COMPARISON AND CHOICE OF LOAD FLOW METHODS

Load-calculations are performed in syster
planning, operational planning, and operacticncl
contrel. The choice of a solution method of praciical

application is frequently cdifficult. It requires ot

1]

careful analysis of merits and demerits of many cvoilahl
methods in such respects as storage, spee: and

converdgence charecteristics, to name but the ~cs

[

Y

obvious, and to relate these to the requirements 2
the specific applications and computing facilities. The
difficulties arise from the fact that no ore method
possesses all the desirable features of the -~+reors.
For routine solutions Newtons method has calnad
widespread popularity. However it is limitec Tor

small-core applications where the weakly-convaercen=



Gaus-Seidal-type is the most economical, and 1% 1is
not as fast as newer methods such as the =35LF
method, for approximate repetitive solutions such as

in AC security monitoring.

As described, a trade off is to be Tade,

between <certain better qualities of a method, % some

other good qualities of other methods. Newfon's
method has very good <converging scale, butz iags
behind the other methods, considering the fine per

iteration. Though the time per iteration of «<on FOLF
method 1is not as fast as the Gauss familv oT
methods, it proves to be better converging cs its
convergence 1is geometrical. It 1is worth mentionirg

that it 1is faster than the Newton's method du=z to

the fact that the Jacobian matrix neec 0% Se
formed. The B' and B'' matrices formed in thks FDLF
method 1s at the most, half of the order of the

Jocobian matrix. So this reduces the iteraticn time

and effort considerably. But the tradeoff ner= is
the accuracy being overlooked a little for =~ecucing
the precious time. But the FDLF method is =zcually
reliable, due to the fact +that the elements <f [BY]

and {B''] are fixed approximation to the tangents of



the defining functions (AP / 1V 1 and [3Q / vl 1.
and are not sensitive to any humps in the defining
functions. On considering the ease of programming and
very low core required; FOLF proves better in some
situations, such as dealing with, systems having long
and short 1lines terminating on the same bus with
long to short ratios above 1000. The Fast decounled

method does not require any acceleration factors. “or
algorithms with a Gaussian Skeleton the time pex
iteration, as well, will increase with the increase

in number of buses present in the system.
1.3 FAST DECOUPLED METHOD

The Fast Decoupled method descrikbes a

simple, very reliable and extremely fast lecad “low
solution, when compared to its parent methods viz.,
the Newton- Raphson and Gauss methods. This me<zhod
has wide range of practical applications. I+ is
attractive for accurate coff - line and o1 - lire
routine and contingency <calculations for networks ef
any size, and can be implemented efficiently on

computers with restrictive core store —capacities.

This method 1is theoretically capable and suitable <c



perform on a series of practical problems of upto
1080 buses. But practical constraints, such as matrix
inversion, limit the number of buses that car be

implemented by this method. The theoretical 1limit can

be obtained by improving the algorithms usecd “or the
ancillary routines. A solution of withir Z L0
MW / MVAR maximum bus mismatches «are ncrmalily
obtained in 4 to 7 iterations, each lterction
being equal in speed to 3/2 Gauss-Seidel iterctions
or 1/5 of a Newton Raphson iteration. Correlcticns cf
general interest between the power-mismatch convargence

criterion and actual solution accuracy are ohbtginec.

1.4 TYPES OF LOAD FLOWS SOLUTIONS

The analysis can be classified as "of®-line"
or "batch" analysis and "on line" Power “low
analysis. The former is the one :inm which executions
of power flow analysis ocre performed moni-s or
years chead of the actual situation and the  icter
involves the periodically executed progrcm Lo the
degital computer which is monitoring and controlling
the power system. This ‘on line® type requires the
updating of the system data now and then. -+ +ckes
averaged or processed real-time measured data fo-  <he



P,Q or P,V <conditions at buses in arcerx to
"calculate bus voltages and phase angles
entire network. This project assumes, for its
implementation, that 1loads and hence genercticns «cre
fixed at a particular value over a suitakle ©pericd

of time.
1.5 NEED FOR COMPUTER SIMULATION OF A POWER SYSTEM

Prior +to the computer revolutions, the louad
flow studies for complex networks couldnot haove been
dreamt to be done, mannucly, in papers or some cther
theoritical means. The only possibie woy wcs o
simulate the existing system with ©prototypes >f the
system components, with similar <characterissics. In
such "AC  calculating boards ', the addition oz
expantion of the real network 1is to be immediztely
represented with similar prototypes. More over, i- «c
calculating boards, setting up the connections, wmzking
adjustments and reading the dota were tediocus ard
time consuming. To avoid these problems, cicitcl
computers can be used to compute the cowmolex
calculations and to fruit with the fore said results

of load flows.



CHAPTER II

FAST DECOUPLED LOAD FLOW METHOD

2.1 SUPERIORITY OF FAST DECOUPLED LOAD FLOW
METHOD.

The Fast Decoupled Load Flow method

combines the advantages of the other methocs and
is simpler, faster and reliable. A detciled
explanation 1is as given below.

Numerical methods are generally at <heir most
efficient when they take advantage of tae sys<em
being solved. Hence, for example, the exploitatizn of
network sparsity by ordered eliminction and sxi_ifcl
programming in Newton and other methods hasz 5een
very 1important. Attention has been given o the
exploitation of the loose physical interaction Jetween
MW and MYAR flows in v power system, Dy
mathematically decoupling the MW-6 and YVAR-VY
calculations.

The Fast decoupled load flow methoo ==

L



rational integrations of some of these ideas. It
combines many of the advantages of the existing good
methods. This algorithm is simpler faster «<nc a8
reliable as Newtons methods, and has lower stcrage
requirements for ‘entirely in-core’ solutions. Using a
small number of core-disk block transfers 1ts core
requirements ore similar to those of the GScuss-Seidel
method. The method is equally suitable for routine

accurate load flows as for —outage-contingency

evaluation studies performed on or off line.

2.2.CLASSIFICATION OF BUSES

In a power system each bus or ncde 1S
associated with four quantities, real and reactive
powers, bus voltage magnitude and its phaose cngle.
In a load flow solution two out of ths four
quantities are specified and remaining fwo cTe
required to be obtained through the solutien <cf tne
equations. Depending upon which quantities have Dbeen
specified, the buses are classified in the following

three categories.



2.2.1 LOAD BUS :

At this bus the real and reactive
components of power are specified. It is desirec to
find out the voltage magnitude and phase «cngle

through the load flow solution.

2.2.2 GENERATOR BUS OR VOLTAGE CONTROLLED BLS.

Here the voltage magnitude and recl power
are specified. It is required to find out the
reactive power generations and the phase angle of

the bus voltage.

2.2.3 SLACK, SWING or REFERENCE BUS

The losses in power system remcin Jnknown

until the load flow solution 1is <complete. It is for
this reason that one of the generator buses s mcde
to take the additionsl «real and Treactive power @ tce
supply transmission losses. That is why this ‘type of
bus is also known as the slack or swing ous. At

this bus, the voltage magnitude and phase cnz.e are

specified whereas real and Treactive DowWers cTe
obtained through the load flow solution. The shase
angle of the voltage at the slack bus Is usuaily

taken as the reference.



2.3 BASIC ALGORITHM

We know that,
— ) : A
P =P SP-Vi V,(GypCos 8y p+BypSin Orpm)---(2. 15

kaakSP“Vk Vm(kaSin Skm-BkmCOS ka}...(2"2)

The well-known Newton method is taker as

the convenient and meaningful starting point tor the

derivation. The Newton is the formal applicatiion of

a general algorithm for solving nonlinear eguctions

and constitutes successive solutions of the snares
real Jacobian matrix equation.
op H N 50 .z.3)
- {
40 J o LAV

The first step in applying the MW-8/MVAR-V
decoupling principle 1is to neglect the coupling sub
matrices [N] and [J] in eqgn.{2.3), giving two

separated equations.

(&P (H] (a1 ... A

10



[4 Q] = (L] [&v/Vv] ... ... t2.5)
where,

Eqn.s (2.4) and (2.5) may be soclived
alternatively, by reevaluating [H] and (L] at edqach
iteration, but further physically Jjustifiagble
simplifications may be made. The following assumptions
are considered almost wvalid in practical power system
calculations.

Cos B~ 1
Gk

m Sin Bkm << Bkm

Qk << Bkkvkz

so that good «approximations to (2.4 and
(2.5) are,

[oP] = [V.B'.V] [208] L ...... (2.5

(4al = [v.B'".V] [&v/V] ..., 2.7

At this stage of derivation the elements of
the matrices [B'] and [B'"] are strictly elements of
[-B]. The decoupling process and the final cigcorithmic

forms are completed by

(a) omitting from [B'] the representation of

those network elements that predominantly affect MVAR

11



flows, 1ie., shunt reactances and off-nomincl in-ohase

. transformer taps.
(b) omitting from [B''] the angle shifting
effects of phase shifters.

(¢) taking the left-hand V terms in {2.6)

and {(2.7) on to the left hand sides of equaotions,

and then in (2.6) removing the influence =f MVAR
flows on the calculation of (28] by setting <cll
the right-hand V terms +to 1 Pu. It is =o be

noted that the V terms on the left-hand sides of

(2.6) and (2.7) affect the behaviours af the

defining functions and not the coupling.

(d) neglecting the series resistances in
calculating the elements of [B'] which tha2r becomes
the dc approximation load flow matrix. This I1s of
minor importance, but is found to give siichtly

improved results.

12



With the above modifications, the final

fast decoupled load-flow equations become

(& p/v] = [B'] [a8] (2.8)
[ aa/v] = [B''] [aV]l oL (2.9)
Both [B'] and [B''] «are real, sparse and

have the structures of [H] and [L] respectivelv.
Since they contain only network admittances they cre
constant and need to be triangulated once cnalv  at
the beginning of the «analysis. [B''] is symmetrical
so that only its upper triangular facto: mav  be
stored. In <case phase shifters «cre absent (3 is

also symmetrical.

The immediate appeal of (2.8) and (2.9 :is

[ —}

that very fast repeat solutions for (A0 ard [
can be obtained wusing "the constant triangular “Facctocs
of [B'] and [B'']. These solutions may be Zitercted
with each other in some defined manner towards the
exact solution. ie.,when [AP/V] and {£Q/V] <cre zero.

el
- b

cal

[ N

But absolute =zeroc 1is not possible in »p

ri
[}

~
o

situagtions. S0 a value nearer to zero, sav {.C

may be taken as the converging target.

~

13



2.4 GENERATOR Q LIMITS.

Once a load-flow solution 1is moderately
converged, any PV-bus Q-limit violations «c¢zn ©be
corrected. Provision must be made for subsequent
interactive effects, i.e. MVARs backing off limi<s and

new Q wviolations.

Two approaches are available. In the first,
each wviolating bus is explicitly converted <c PQ
type so that the MVAR output is helc as the
limiting value. The bus remains o PQ type during

the rest of the solution wunless ot some stage it ccn
be re-converted to a PV type at the originacl
voltage magnitude without the vioclation. in the fast
decoupled program, converting any number of bus Tvpes

at one time involves retrianulating 1B'’'1.

The second approach is to corrtect ¥ne
voltage of each violating PY bus Kk by or amount
cNk at each following iteration to reduce the ercor
Q = (leimit - Q ) to zero. The <convergence c<¢° Tthis

process is rapid when an approximate sensitivity

factor relating and is used thus.

14



If Sy is defined according +to (2.9 it
is the diagonal element corresponding to bus < in
the inverse of matrix [{B''] augmented by the
previously absent row and <column for bus «. For
an operational network each S may be sicred
permanently and updated only for significant svstems
configuration changes. The correction {2.10; ceases to

be applied if «at some stage in the solution tke wvalue
of Vi is restored to or goes beyond its criginal

value.

Both approaches cre said to be acuoclly
effective. The sensitivity method usually takes more
iterations, but against this it requires no
retriangulations for limit enforcement and back-off,

and is simpler

2.5 SOLUTION SPEED AND STORAGE

Central to the fast decoupled method is the
use of efficient sparsity programmed routines Foz the

triangulation of the sparse, real, symmetric =~a=z-ices

15
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[B'] and [B'*'] and the subsequent solutions of |
and (2.9) by forward and backward substitutions. If,
as 1s becceming more widespread, such routines are
available as standard packages, the method is not

difficult to program efficiently.

At the beginning of the load-flow stucy the
system, excessive fill wup in the table o0f fecctors

during the triangulation of [B'] may be avcided by

rearrangeing the data properly. It can be showr that
this bus ordering remains equally suitable fex [B'°]
with the PV~ buses by-passed in the ordering list.

If the system is very large or if consecutive _cad-flow
solutions are to be calculated thenr i~ is
advantageous to minimise fill-up as far as possibla by
using a good ordering scheme. Since [B'] anc  T3'7]
remain unchanged, triangulation routines that per-form

the ordering during elimination gare at =c reat

(y

disadvantage.

The triangulation routine is programmed tz +take
account of matrix symmetry so that only ths upper-

triangular factors of [B'] and '8''] are s*orec fo-

16



use in the solution routine. Using dynamic re-orcering
according te row sparsity, the ordering, triangulction

and solution times each vary roughly linear_y with

network size. For « typical well-ceve_.oped
network with n buses and b branches the nrurber of
elements in the wupper-triangular factor of 27 is
about 3(n+b)/2. Depending on the number ¢nd _ocction

of PV buses, the triangulation and soluticn ©orocesses

for [B''}, in some <cases considerably so.

The caleculations of the wvectors [~ P/V. anc
[2Q/V] can  each be performed rapidly ir =z single
sweep of the branch odmittance 1ist. For eackh

series-branch connecting buses k and m, it caon oe

seen from (2.1) and (2.2) that where <appropricze. *ne
terms Vi Vi G and ViV B can be used directly
in accumulating both O Py and AP or & Oy
and A Q. Also, it is noted +that Sin Oxm = - Si- Zn
and Cos Oy, = Cos 6, . These trigonometzical
functions are calculated using the librarv funciions
of FORTRAN 77, which have been found to 3Jivs “inal
load-flow results indistinguishable from thesz sh-ainac

with the accurate function evaluations. If storage s rot

17



critical, the sine and cosine terms calculated during
the construction of [&4Q/V | can be stored far use
in the next construction of [ &pP/V ]. From 2 flat
voltage start, each sine and <cosine term <ccrn be
initialised to O and 1 respectively for tne first

solution of (2.8).

The storage requirements of the fast decoupled

method are about 40 5% less than those of Newton's

methed. This saving is reduced somewhat iF +hes sine
and cosine terms are stored. Apart frem simple
subroutine overlaying, <core storage <can be ecoromised
by reading certain selected vectors from disc when
they are required and writing them back agf*e- the
relevant subroutine. These block transfazo:z are
performed a limited number of times uzing a
solution, and should not degrade the method's speed
too severely. Using this scheme, the core =s:icrace

requirements of the method are about the same cs

those of the Gauss-Seidal method.

Network tearing for load-flow <calcilaticns is
not usually economical in computing speed when o-cered

elimination is wused for solving the sparse Tetwork

18



equations. However, if a piecewise approccn is

desirable for other reasons, e.g. storaoge, anv 2% Ihe
available Y~matrix decomposition methocs czn e
applied to give g series of smaller constart LB and
[B*'] matrices. It is to be noted thct since
branches connected to PV buses are absent from 3'°],

a certain amount of network tearing is already innerent

in this matrix.

2.6 TITERATION SCHEME

0f the available types of iteration schemes,

the best and simple would be to have two cifferent
flags for convergence of A P cnd AQ valiues  and
testing them in each iteration. Ecch itercticn

to upzote tre

[

cycle comprises one solution for
(v]. Seperate <convergence tests are used “s- ecn.s

(2.8) and (2.9) with the c¢riteria
max LAPL < Cp
max LA QL < Cq
The flow diagram of the ©process Is given
in the fig.(2.1). The convergence testing togis

19



permits the <calculation to terminate after = 2 8]
solution. It is «also possible to terminate after
more than one consecutive [20] or [4aV] solution. If
[4Q] or [aP] respectively donot need ccnverging

further.

20



KP=K0O=1

"y

CALCULATE
LAPAU]

Kp=@

Yes

CALCULATE
[40-91

Mo

KO=0

Yes

Ke=-@a >
Yes

SOLUE (9)
UPDATE (V]

Ho

Y

KP=1

t

Fig.2.1 Flow chart representing iterative scheme
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2.7 CONVERGENCE OF FDLF

The iteration process of the fast decouplied
method has three distinct components, each wi+r <ts

own convergence choracteristics.

(a). The solution of [&P/V] = C for using
(2.8)

(b}. The solution of [2Q/V] = 0 For [V]
using (2.9), and

(c) The interactive effects of V changes and
@ changes on the defining function [2P/V] ard & q/V]

respectively.

Equations (2.8) and {2.9) are both Newton-

like except thot instead of re-evaluating <the +*rie
jacobian matrix, tongenf—slopes to the l27%-hand
functions at each iterction, fixed «capproximated
tangent slopes [B'] and [B"*] are ussez. The

algorithms therefore <correspond to the jJenerclised

'fixed-tangent' or "constant slope’ method whic> hgs
geometric convergence. For reasonably-behaved “_nciicns,
this method 1is very reliagble and if, as i “he

22



2.8 CONVERGENCE PATTERN

A typical convergence pattern for the method

is shown in fig.(2.2) in terms of the largest

mismatches at every half iteration. Each iterction of

the program produces rapid reduction of [ Pl and 7 2.
The effect of € changes on the  MVAR

flows 1s to increase max[AQ]. The effect of Vv changes

on MW flows is less pronounced because the cctive
loss due to MVAR flows are normally smaller  than
the reactive loss due to MW flows. Overconverging
[6P]  at any stage produces a severe increass  in

[4Q], thereby slowing down the overall convercence
rate. The FDLF method has geometric convargcance

characteristics.

24
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2.9 LIMITATIONS OF FAST DECOUPLED METHOD

Though the latest of all the osresent
methods the Fast decoupled load flow method has got
its own disadvantages. Thié method is not as
strongly convergent as the Newton Raphson nethod. and
furthermore, the FDLF may diverge for some power
systems if +transmission line reactances =rs not
dominating. In  fact dummy lines or dummy  buses
may be introduced inorder to achieve the reactance

dominated conditions. For the ©present dav lcrge and

=

\ .
re) 1t

complex power systems (with 1000 buses or n

QO

is impossible +to invert the [8']! and I[B''] natrices
as the process would require enormous core Termory

and computing time.

The remedy may come in through twc ocssible

ways. The modern computer languages that «c¢r= to be

developed in future may be equipped well *c¢ -~andle
the more complex situations {as the 100C =sus
system), or the system engineers «are tc opconder

system algebra for faster, newer and simpler =~=zthods

to sclve the problem.
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CHAPTER III
DEVELOPMENT OF SOFTWARE

3.1 CHOICE OF LANGUAGE AND THEIR LIMITATIONS

As the project deals with complex guantities

such as voltages, currents and other line pcrameters,

G computer language with good feasibility, “lexibility
and, most important, with built in library “functions
that can deal with the complex operations, is icea.y
suited for the purpose. But the flexibile, improved

languages such as C, are not furnished w~ith such

library functions such &s arithmatic funciions in
complex numbers. More over, the parameter passing of
matrices, comprising of such complex numbers, between

the subroutines or functions of the program couses

(1

difficulty as the real and imaginary parts crz @ Ic¢
be passed seperately. This project uses the FIRTRAN//
language, which is considered to be outdazed codcy.
Inspite of the lack of flexibility, it comdrises tne
complex operations, which makes it more suitcble for
complex operations. Here the parometer passing =Is
simple as an n' dimentional array of comolex
humbers can be easily done. The primary amm c¢° In1e
project must be, in any way , o recucs time
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consumption, to attaoin flexible operation and =5 zn.
Faster languages such as pascal or C need 2 be
" supported with user defined subroutines (or “ilbrary
functions) for such operations. This again will lead
toe time lag. Parallely, if the 2 dimensional array

declaration of real «and imaginary matrices «are done

seperately, it will result in wastage of core space.
Even in Fortran, the scientific purpose langucge. the
trigonometric functions being delt with in radians

cause problems in determining the exact direction of
a vector in the <complex (x + j w) plane. A seperate

routine had to be developed to determine +the modulus

and direction of the vector from the referenca, “‘rom
the given number. Ultimately one has to gc In  fo-o
lesser flexibility for want of time «canc core

capacity.
3.2 FLOW CHART

The sequence of operations being performed
by the program c¢an be visualised from the flow czcnart
included in this chapter. It clearly descrizes the

logical steps performed, stage by stage,
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(::::}——+-—ﬂ CALCULATE APCid>® FOR

FLOW CHART

START .

READ L. ¥ DATA AND
FORM THE ¥ (BUS)
ASSUME BUS UOLTAGES
UCi2 20 i 1L .0, iHe
SLACK BUS UOLTAGE 1S SPECIFIED

¥
|

FORM L B~ land L =~ 2
MATRICES

T

SET ITERATION COUNT
R=- @

!

SET THE FLAG VALUES
IRD=G &« TRU—-Q

T

1= 1,...... n, { 1 # c 2

U |

TEST FOR SET THST Fiac
CONUVERGENCE. . .
IR —
I&P(i)f‘ueP
b T
’__,,-"\ 7.“"‘
L E ~. HMp
> D
IRLL4/ﬁf' S

SET THE FLAG
I RU =3

)4, f‘;\ " r

Fig. 3.1. Flow chart for FDLF method
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SOLUE FOR A5¢id®; i=1,....,n,<i#s)

!

CALCULATE 35¢id)Tt1zs5¢id®+ A5cid®
FOR i=1,2,.......,n ; i#s

r*

CALCULATE AQCi>»®
For i=1,2,......,n; i#Hs & PV Bus

TEST
FOR
CONUVERGENCE

sy R
| AQCiD l(EQ

SET THE FLAG
IRD=—GAA

!

SET THE FLaG
ITRU=—1

SOLUE FOR AJVUCi)d | ®
FOR i=1,2,......,n% fiHis and PY bus

18 ~.. Mo
IRD=1 ;F———r—{:::>
-~

-

t
* Yoo

-l
-

i

CALCULATE SLACK BUtS
POHER AND ALL THE
LINE FLOHS AND PFRINT
T

CALCULATE [VCi) | R 1= uci) [RepUCid R

! :::::
4
ADVANCE ITERATION

COUNT
R=R+1
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3.3 PROGRAM LISTING.

The complete software in FORTRAN77 ‘s
included in this <chapter. The program ~rTegulires
inputs in per wunit quantities. User is free ‘o use
either impedances or admittances, for feedirc +he

line parameters. For mixed bus systems the inputs are

to be fed, considering the particular bus to e =
generator bus. Options are included thereon :c “eed
the <corresponding 1load values. Step by step cutnuts

can be obtained on execution of the pTogrce .
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182
66

39

METWORE FRCG,

DIMENSTORN BeLS,15) BF15, 150
DIMENMSTON BMUL (15, 15) , GMUL
DIMENSTON DELY(LH) VL5
DIMENSION DELF(15),DELD
DIMENGTON FF (L8, 15) 08 (15,1
COMPLEX Y15, 18), YR(1S, 18)
COMPLEY LOSS(1%,15),YEL{LT
REAL PRLOWLIS,15) , OFLOWLS, 100

CHARADTER FlL(L1S)Y ,Z,.%, %1

INTEGER COU,COUL

CALL TMPUTON, YR, YSHL L ELIMIT 2ok oni

CALL ALTERN, YEL, YEHL 7 0%, 00 L VR YR

CALL TNFLITZ (N F L 0,9, FL

Ol YRUS N, YE, YEH, ¥

WECTTE (%, %)

WEITE (%, %) (=" ,I=1,44)

WRITE (%, %) MATRI X QUTEUTS
WRITE (K, 41( —,I=1,64) :
WRITE(%, k) THE v BUS I8

cali OFL(N,Y)

Call. BEUS M, Y B

WEITE (%, %) THE B BUS I8

CALL QFSE N, B

CALL GRECI(M,F,0,FS,05)

CALL BPP(N,B,BP)

WRITE(*,%) "THE BP BUS IS~

CALL OPZ2(N-1,BP)

CALL BQQ(N,FL,B.BQ.K)

WRITE(*,%) THE BQ BUS IS~

CALL 0OPZ(K,BQ)

CALL INV(N-1,BP,BPINV)

CALL INV(K,BQ,BQINV)

PAUSE

DO 13 I=1,N

DELTA(I =0

CONTINUE

IR=1

IRD=0

IRV=0

WRITE(*,102)IR

FORMAT(5X,I1, "st ITERATION RESULTS
WRITE(*,*)( - ,I=1,64)

CALL CALCP(N,V,Y,DELTA,PC)

CALL DELPP(N,PS,PC,V.DELP.DELPHMAX.DELPPPY
IF(DELPMAX.LT.ELIMIT) THEN

IRD=1

IF(IRV.EQ.13GOTO 85

GOTO 75

ELSE

IRV=0

ENDIF

CALL MUL1(N-1,BPINV,DELPPP,DEL?

bg 28 1=2,H

WRITE(*,3@8)I,DEL(I~-1)

FORMAT(1X, 'DELDELTA( " .I2.°Y .1X. I8  .1X.F4.2>
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20
73

5@

49

34
64
33

95

229

111

g8

DELTAUD(I y=DELTA(I}+DEL(I-1)

CONTINUE

CALL CALCQ(N,V,Y,DELTA,QC)

CALL DELQQ(N,QS,QC,V,FL,DELQ.DELQMAX.DELQOR)
IF(DELGMAX.LT.ELIMIT)THER

IRV=1

IF(IRD.EQ.1)GOTD 95

GOTO B4

ELSE

IRD=0@

ENDIF

CALL MUL1(K,BQINV,DELQRG,DELV)
WRITE(*,%) THE DELV VALUES ARE

cou=@

DO 49 1I=2,N

IF(FL(I)Y.EQ. N )YTHEN

COU=CoU+1

WRITE(*,5@)I,DELV(CQU)

FORMAT(1X, "DELV(",I2, ") ,1X, I8 ,1X.F6.4)
V(I)=V(I+DELV(COU)

ENDIF

CONTIRNUE

DO 34 I=1,N

DELTA(I »=DELTAUD(I)
CONTINUE

WRITE(x,33)IR

FORMAT(1X, "THE DELTA & VOL. AT THE END OF ITERATION
CALL OPITR(N,DELTA,V,FL)

IR=IR+1

IF(IR.E@.18) GOTO 85

GOTO 66

KRITE(*,*) DELP AND DEL@ VALUES CONVERGED’

CALL PORE(N,V,DELTA,VRECTY

DO 228 I=1,R

WRITE(*,*) "VRECT",I.VRECT(I)

CONTINUE

CALL LINVAL(N,VRECT,Y,YSH,XIRECT,PFLOW,QFLCW.L0SS)
DO 111 K=1,156

WRITE(*,x)

WRITE(*,*)("_",1=1,64)

WRITE(*,%)

WRITE(*,%)( _",I=1,64)
WRITE(*,*)

WRITE(Cx,x)

DC 158 I=1,N

DO 15 J=1,N

IF(I.EQ.J) GOTO 158

WRITE(*, %)

WRITE(*,98)I,J

FORMAT(3X, 'Bus Code’ .12,  --".T2)
WRITE(,, %) ——mmmmem e :

WRITE(*,%x}" LOAD FLOW RESHITSS
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156

298

18

39

36
39

16
g8

WRITE(*,*) Current=",XIRECT(T..I)
WRITE(*,%) Real Power flow = .PFLOW(T.J)»

WRITE(*,*) Reactive power flow =7 QFTLOWAT . I3
CONTINUE

WRITE(*,x)( _",I=1,64)

sSTOP

ERD

SUBROUTINE TO RECIEVE LINE VALUES
SUBROUTINRE INPUT(N,Y,YSH.ELIMIT.Z.X.X1)
DIMENSICHN B({15,15)

COMPLEX Y(15,15),YSH(15.,15),COM.YT
CHARACTER Z,X.,X1

WRITE(*,*) Is the input an Admittance or an Imuedrncs
WRITE(X, %)

WRITE(%,*) Please select your choice ( ANT 1}
READ(*,1)Z

FORMAT(AL)

IF(Z.E@. I".0R.Z.EQ. 1" ) THEN

WRITE(*x,*) Give the number of bhnses’
READ(*,%3N |

WRITE(*,%x) Enter the Impedances in FP.U.°~

po 38 I=1,N

DO 38 J=I+1,H

WRITE(x,18)I,d

FORMAT(1X, "Enter the value of Z ~,I2. -".12}
CALL COMIN(Y(I,J))

IF(Y(I,J).Eq.(@,8)) GOTC 3¢

Y(I,Jd)=1/Y(1,J)

¥Y(J,I)=Y(I,d)

CONTINUE

GOTO 89

ENDIF

IF(Z.E@G. A" .OR.Z.EQ. a") THEHN

WRITE(*,%) "Give the number of Ruses’

READ (%, %)R

WRITE(%,*) Enter the Admittances in P.U

DO 35 I=1,H

DO 38 J=I+1,KN

WRITE(%x,18)I,J

CALL COMIN{(Y(I,J))

Y(J,1)=Y(I,J)

CONTINUE

CONTINUE

GCTO 939

ELSE

WRITE(%,%) Your choice is wrong’

WRITE(*,*)} PLEASE REFPEAT

GOTO 98

ENDIF

FORMAT(1X, 'Enter the value of Y .12. -7.12)
WRITE(*,*) Do you have half line charging ~
WRITE(*,*)  Admittances (Y\N)

READ(*%,22)X
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22

33

@8

@9

44

23

o4

IF(X.EQ. Y .OR.X.EQ. v’) THEN
WRITE(*,*)Y ENTER YOUR CHOICE

WRITE(*x,%x)Y" H - HALF IL.TRE CHARGTNG ADMTTTANTK
WRITE(%x,%x>" 1L, - LINE CHARGING ADMITTANCE
READ(%x,223X1

FORMAT(AL)

ELSE

GOTO 44

ENDIF

IF(X:1.EQ. 'H .OR.X1.EQ. "h”" ) THEN

DO B8 I =1,H

bo @8 J=I+1,N

WRITE(*,%) ENTER THE HALF LINE CHARGTNG~
WRITE(*,33)1I,J

FORMAT(1X, "ADMITTANCE OF BUS ~.2I2>

CALL COMIN(YSH¢(I,J))

YSH(J,X)»=YSH(I,J>

CONTINUE

ELSE

IF(X1.EQ. L .0R.X1.EQ. "1") THEHR

DO 88 I =1,R8

DO @9 J=I+1.,N

WRITE(*,%) ENTER THE LIRE CHARGING~
WRITE(%,33>I.,J

CALL COMIN(YSH(I.J)»

YSH(I,J)=YSH(I.J)Y/?

YSH(J,I)=YSH(I,J)

CONTINUE

ELSE

WRITE(*,%) Your choice is wrong’
WRITE(*,%x) PLEASE REPEAT

GOTC 99

ENDIF

ENDIF

WRITE(*,*%) Enter the value of Ephsalon "E"
READ(* , % )ELIMIT

RETURN

STOP

END

SUBROUTINE ALTER(N,YB,Y5H,Z1,X,X1,YB1.YSH1}
COMPLEX YB(15,15),Y3H(15.15) . YB1(15.15).¥YSHI(15,25 Y7
CHARACTER Z21,X,X1,X2,C1,C2,C3,C4,C5.CE8.C7.C8

DO @3 I=1,20

WRITE(x,%x )

WRITE(*,54)

FORMAT(7X, 'DC YOU WANRT TO ALTER ANY LINE PARAMETFER
WRITE(*x, %}’ VALUES CHOOSE ¢ AN HY'
READ (%, 113X2

IFCXZ.NE. A" .ARD . X2 .NE. & »G0OTQO 51
IF(Z1.NE. "I .AND.Z1.KE. 1 3¥G0OTO A”2Z2

WRITE(*,%) Do you want alter anv TMPEDANCE valiae 7 VNN
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118

11

31
52

111

32
53

112

READ(*,11)C1

IF(C1.RE. Y .AND.C1.NE. v 3 GOTO &3

b0 31 I=1,N

po 31 J=I+1,H

WRITE(*,1198)1.J

FORMAT(1X, 'The value of Z ~.72. -".72.7 is "
IF(YB(I,J).EQ.8.8) GOTO 2

YB(I,J¥=1/YB(I,J)

WRITE(*x,%3YYB(I,Jd)

WRITE(%,%) Do you want chande this (Y N\ N)Y’
READ(*x,113C2

FORMAT(1A)

IF(C2.NE. 'Y .,AND.C2.NE. 'v’) GOTC 31

CALL COMINC(YT)

IF(YT.EQ.B)YGOTO 31

YT=1/¥T

YB(I,J)=YT

YB(J,I}=YB(I,J)

CONTINUE

IF(Z1.NE. A" _AND.Z1.NE. &2 )GOTO 53
WRITE(X,*) Do you want alter anv ADMITTANCE vealus 7 "¥V™NY7
READ(*,11)C3

IF(C3.NE. Y .AND.C3.HE. v ) GOQTO 53

DO 32 I=1,N

DO 32 J=I+1.,K

WRITE(%x,111)>I.J

FORMAT(1X, "'The value of Y ~.12. -".72.7 i=s
WRITE(*,x)YB(I,J)

WRITE(*,%*) Do vou want change this 7Y % N}’
READ(%x,11)C4

IF(C4.8E. 'Y  .AND.C4 .NE. v") GOTC 32

CALL COMIN(YT)

YB(I,J)y=YT

YB(J,I¥=YB(I,J)

CONTIRUE

IF(X.NE. Y .AND.Z1.NE. vy )GOTO 51
IF(X1.NE. "L .AND.X1.NE. 1°)YGOTO /7
WRITE(*,%)

WRITE(*,%)”’ Do vou want alter anv’
WRITE(*,*)" LINE CHARGING ADMITTANCE value?(YMN3~
READ(*,11)3C5

IF(C5.NE. Y .AND.C5.HE. "v" 3 GOTC "1

DO 34 I=1.,H8

DO 34 J=I+1,N

WRITE(*,1123I,J

FORMAT(1X, 'The wvalue of YS8H(line chargingd ~.72. - 7. ig
YSH(I,J)=2%YSH(I,J>

WRITE(X,*%)YSH(TI,J)

WRITE(%,%*) Do you want change this (Y » NY’
READ(*®,113C8B

IF(C6.NE. Y .AND.CB.NE. v’y GOTO 24

CALL COMIN(YT)
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34
S37

113

88

23
51

81

57

YSH(I,J)=YT/2
YSH(J,I>=YSH(I,J)

CONTINUE

IF(X1.NE. H .AND.X1.NE. h'3yG0OTC 51

WRITE(X,%)

WRITE(*,%x) "’ Do von want to alter anv’

WRITE(*,*) "HALF LINE CHARGING ADMITTANCE value?(Y- N~

READ(x,11)C7

IF(C7.NE. Y .AND.C7.RE. v ) GOTO 51

DO 88 I=1,N

DO 88 J=I+1,N

WRITE(*,113)1,J

FORMAT(1X, "The wvalue of YSH(half line charging:

2,I12,"-7,12," is ")

WRITE(X,%)YSH(I,J)

WRITE(*,*) Do you want to change this (¥ \ Ny’
READ(*,11)C8
IF(CB.NE. 'Y " .AND.C8.KRE. yvy°) GOTO 88
CALL COMIN(YT)

YSH(I,J)=YT

YSH(J,IY=YSH{(I,J)

CONTINUE

DO 23 I=z1,N
WRITE(*,*x)(YB(I,J),J=1,8)

DG 81 I=1,N

bo 81 J=1,N

YBI(I,J)=YB(I,J)

YSH1(I,J)=YSH(I,J)

CONTINUE

RETURN

STOP

END

SUBROUTINE COMIN(X)
COMPLEX X
READ(*,*3A,B
X=CHPLX(A,B)

RETURN

STOP

END

SUBROUTINE TO FORM THE Y RUS
SUBROUTINE YBUS(N,Y,YSH,YB)

COMPLEX Y(15,15),YSH(15,15),YB(15.15)
DG 57 I=1,N

DO 57 J=1,1I-1

Y(I,J)=Y(J,I)

CONTINUE

DO &85 I=1,N

Y(I,1)=@

DO 55 J=1,N
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35

56

65

o7
56

18

24

19
@1

IF(I.EQ.J)GOTO 55
Y(I,I=Y(I,I)+Y(I,J)+YSH(I,J)
CONTINUE

DG 56 I=1,N

DO 56 J=I+1,N
Y(I,J>=-Y(I,J)
Y(J,I1)=Y(I,J)
CONTINUE

DO 65 I=1,H

DO 65 J=1,KN
YB(I,Jd)=Y(I,d)
CONTINUE

RETURN

STOP

END

SUBROUTINE TO FORHM B BUS
SUBROQUTINE BBUS(N,Y,B)
DIMENSION B(15,15)
COMPLEX Y(15,15)

DO 58 I=1,HN

DO 57 J=1,KN
B(I,Jd)=AIMAG(Y(I,J))
CONTINUE

CONTINUE

RETURN

sTOP

END

SUBROUTINE TO RECEIVE THE BUS VALUES
SUBROUTINE INPUT2(N.P.Q.V.FI.}

DIHENSION BUS(15),P(15),Q(15).V{1a)
CHARACTER FL(15).X.X1.¥%4

WRITE(*,%x) 'BUS1 IS ASSUMED TCBE SLACK RUS”
WRITE(*,%*) 'Is the voltage 1 P.UU. aft slack bus?(Y¥Y/:""~
READ(*,18)X1

FORMAT (A1)

IF(X1.EQ. 'Y .0R.X1.EQ. v )THEN

V(1)=1.@

ELSE

WRITE(*,%) Then enter 1ts vajiue’

READ(*x ,%x3V(1)

ENDIF

WRITE(*,*) Does busl has any locad’
READ(%,18)X4

IF(X4 .NE. 'Y .AND.X4 .NE. "y )GOTO 24

WRITE(*,x) Enter the loads P & 8 at slack huas’
READ(X,*%)P(1),Q(1)

P(1y=-P(1)

Q(1)=-Q(1)

WRITE(*,%) ENTER THE VALUES OF OTHER BUSES’

DO 12 I=%¢,N,1

WRITE(*,x) BUS",1I

WRITE(*,81)>1

FORMAT(1X, "IS BUS ,12, A GENERATOR BUSZ?(Y/N)Y )
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12

18

19

READ(*,15)FL(I)
FORHAT(AL)

IF(FL(I).NE. Y .OR.FL(I).NE. v .0OR.

FL(I).NE. N".0R.FL(IY.RE. "5 )¥OTO 18
IF(FL(I).EQ. Y )YTHEN
WRITE(*,*) Enter the Generator vower & valtade
READ(*,x3P(I),V(I>
Q(I)=8

WRITE(*,%*) Does it have anv load attached ta i-¢

READ(x,18)X

IF(X.EQ. 'Y .0R.X.EQ. "v )THEN

WRITE(*,*) Then enter P & 0
READ(k, % )YAA ,BB

P(Iy=P(I)-AA

G(I>=aQ(I)-BB

ENDIF

ELSE

WRITE(*,*) "ENTER THE LOAD VALUES (PY.(GY~
READ(*,x)P(I),Q(I)

P(I)=-P(I)
Q(I)=-Q(1)
V(I)=1.9
ENDIF
CONTINUE
RETURN
STOP

END

SUBROUTINE SETTING THE SPECIFIED VALUES
SUBROUTINE SPECI(N,P.Q.P5.QS)

DIMENSION P(15),@(15),P3(15),Q8(15)

DO 18 I=2,N

PS(1)=P(I)

QS(I)=Q(I)

CONTIRUE

RETURN

STOP

END

SUBROUTINE TO FORM BP MATRIX
SUBROUTINE BPP(N,B,BP)
DIMENSION B(15,15),BP(15,15)
DO 18 I=1,N-1

bo 18 J=1,8-1
BP(I,J)=-B(I+1.,.J+1)

CONTINUE

RETURN

STOP

END

SUBROUTINE TO FORM BQ HMATRIX
SUBROUTINE BQ@(N,FL,B,B@,K)
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DIMENSION BQ(15,15),B(153.15)
CHARACTER FL{15)
WRITE(*,*Y(FL{I),I=2,8,1)
K=0

bo 18 I=2,N

IF(FL(I}.NE. N")YGOTO19
K=K+1

L=¢

pDQ 20 J=2,N

IF (FL({(J)>.NE. N )GOTO 28
L=L+1

BA(K,L)=-B(L,J>

CONTINUE

CONTINUE

RETURN

STOP

END

SUBROUTINE MUL(N,A,B,C)
DIMENSION A(15,15),B(15.15).C¢15.15°
DO 18 I=1,R

DG 18 J=1,N

C(1,J)=6 .

DO 18 K=1,N
C(I,J)=C{I,dY+A(I,KX*B(K.JI)
CONTINUE

RETURN

STOP

END

SUBROUTINE OP1(N,A)
COMPLEX A(15,15)

DO 16 I=1,N
WRITE(x,*)(A(I,J),J=1,N)
CONTINUE

RETURN

STOP

END

SUBROUTIRE OP2(N,A)
DIMENSION A(15,15)

DO 14 I=1,N
WRITE(*x,*)(A(L,J),J=1,N;
CONTINUE

RETURN

STOP

END

SUBROUTINE TO FIND DELP VALUES

SUBROUTINE DELPP(N,SP,CAL.V.DELP .DELPMAX . DELPPPS
DIMENSION SP(15),CAL(15),DELP(15).V(15).DELPPP( 15
DELPMAX=9

DO 184 I=2,N

DELP(I)=SP(I)-CAL(I)>
IF(ABS(DELP(I)).GT.DELPHAXDELPMAX=zABRS(DRELP(T)
CONTINUE

PO 28 I=2,KN
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IF(V(I).EQ.@)THEN
GOTO 20

ELSE
DELP(I»=DELP(I)/V(I)
WRITE(*,%x) DELP " ,I,DELP(TI)
DELPPP(I-1)=DELP(I)
ENDIF

CONTINUE

RETURN

STOP

END

SUBROUTINE TO FIND DEL@ VALUES
SUBRQUTINE DELQQ(N,SP,CAL,V,FL,DELG,.DELGMAX ,DELGRG ;
DIMENSION SP(15),CAL(C15),DELQ(15),V(15),DELQQQ{1L
CHARACTER FL(15)

DELQMAX=0

DO 18 I=2,N

DELG(I »=5P(I)-CAL(I)

IF(ABS(DELQ(I>).GT .DEL@MAXINDRI.AMAN=ARS(NRETQ( T "
CONTIKUE

L=0@

DO 280 I=2,H

IF(V(I).EQ . .B)THER

GOTO 2@

ELSE

DELQ(I)=DELQ(I)/V(I)

WRITE(*,*) 'DELQ " ,I ,DELQ(T)
IF(FL{I.EQ. N .0OR.FL(I}.EQ. n YTHEN

L=IL+1

DELQQA(L>=DELQ(I)

ENDIF

ENDIF

CORTIRUE

RETURN

STOP

END

SUBROUTINE MUL1(N,A,B,C)
DIMENSION A(15.15).BC15Y.CC15)
CALL 0OPZ(N,A)

WRITE(* ,*%)(B(I),I=1.N)
DO 2¢ J=1,N

C{J)>=0

DO 18 K=1,N
C(JI)=C(IX+A(JI,K*B(R)
CONTINUE

CONTINUE

RETURN

STOP

END
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SUBROUTINE TO FORM THE INV. OF A MATRTY
SUBROUTINE INV(NX,AA,CC)
DIMENSION AA(C15,15),CCCL3,15% . BB(15, 156 . MCIO1R3 MOZCTESY DT(L1E)
DO o5I=1,HX
MC1(I)=0
MC2(I)=0

5 CONTINUE
MU=NX+NX
MG=NX+1
DO 78 I=1,NX
DO 68 J=1,NX
BB(I,J)=AACL,J)

88 CONTINUE

79 CONTINUE
DO 88 I=1,RX
DO 88 J=MG,MU
BB(1,J)=0.0

842 CONTINUE

9@ CONTINUE
DO 188 I=1,NX
MH=T+NX
BB(I,MH)=1.0

188 CONTINUE
IC=1 ,

118 AL=BB(IC,IC)
LR=IC
LC=IC
DO 138 I=IC,NX
DC 129 J=IC,NX
IF(ABS(BB(I,J)).LE.AL)>GOTC 120
AL=BB(I,d)
LR=1I
LC=J

128 CONTINUE

133 CONTINUE
IF(AL .EQ.9.8)>GOTO 27¢
IF(LR.EQ.IC.AND.LC.EQ.IC)GOTQ 18B€
DO 148 I=1,MU
DT(I)=BB(iIiC,I)
BB(IC,I)=BB(LR,I)
BB(LR,I)=DT(I)

14@ CONTILI NUE
DO 158 I=1,KNX
DT(I=BB(I,IC)
BE(I,IC=BB(I,LC)
BB(I,LC)=DT(I)

1560 CONTINUE
MC1{IC)=IC
MC2(IC)=LC

168 IF(BB(IC,IC).EQ.2.43GOTO 27¢
PU=BB(IC,IiC)
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THTS SURROUTINE IS TO FIND MODULUS & ANGLE
SUBROUTINE MODANG(A, EMOD, ARG)
oM ROA

- £ >
h¢uhwﬂA;

S 2 SHRT(B*K2+0%KZ )

o 0 3 ARD .CLGT P )HTHEN
o3z, 07ATR8327

I I R £

R

DL DG @ ANDL.CLLT . @ )THEN
Ay z-1.5709736327

LT

-

v AND L CLEQ .U )THEN

.....

[ A R Vi I S ““

SRSy

FIRMD CALCLLATED WALUES - &

LY =T

DELTA . O

L THETA L.

Sy .M

i DY UL LK THETA (T K
Wy ¢ -DEL Ty
SN CEMCIDY €T, Ky




19

29

120

1

STOF
END

SUBRGLUTINE T FINMD CalLULILaTED ol e - 7
SUBEROUTINE CALCAN, W, Y, DEL TS, G0

COMFLEY y{l&4,15)

DIMENSTON Y(15) ,DELTALLS) (GO 1S, THETE LD, 1o
REAL MODY (15,153

FEAL MODW(15)

DO 20 I=2,N

RRM=0

DO 19 K=1.N

CALL MODANG(Y(I,K),HMODY(I,K),THETA(I,K}"
AANG=THETA(I,K}-DELTA(I)+DELTA(K)
REH=RRM+(ABS(V(E) »xHODY(I ,R)kSIN(AANG} "
CONTINUE .

QC{I»=—-ABS(V(I))*RRHM

WRITE(*,*) 'QC",I,8C(I)

CONTINUE

RETURN

STOP

END

SUBROUTINE LOADFL(N,PC,QqC,PF,QF)

DIMENSION PC(15),QC(15),PF(15,15),QF(15,15)
DO 120 I=1,N

DO 129 J=I+1,N

PF(I,J>=pPC(I)-PC(J)

@F(I,J)>=aC(I1)-QC(JI>

CONTINUE

RETURN

STOP

END

SUBROUTINE TO CONVERT POLAR TO RECTANGULAR.
SUBROUTINE PORE(N,POL, ANG,RECT)
COMPLEX RECT(15)

REAL POL(15),ANG(15)

DO 18 I=1,N

A=POL (I »*COS(ANG(I))
B=POL(I*SIN(ANG(I))
RECT(I)=CHMPLX(A,B)

CONTINUE

RETURN

STOP

END

SUBROUTINE LINVAL(N,VRECT,Y,YSH,XIRECT,PFLOW,QFLCW,7.0S5?
COMPLEX VRECT(15),Y(15,15),YSH(15,15)

COMPLEX XIRECT(15,15),L055(15,15),PQFL(15,15)

REAL PFLOMW(15,15),QFLOW(15,15)

5=0.0
T=6.0
DO 18 I N
DO 18 J N
IF(I.EQ.J) THEN

XIRECT(I,d)=CHPLX(S,T)

ELSE
XIRECT(I,J)=(VRECT(I)-VRECT(J)»*Y(I ,JY+VRECT{I (VS50 Z,7)/2)

1,
1,
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4.1. SYSTEM DATH

CHAPTER 1V

1 =
| ]
!
]
" | 3
3 s
— One Line Diagram
LINE DATA
SHUMNT
BUS IMPEDANCE {p.u)
ADBMITTANCE {(p.u}
1 -2 8.82@66 + .G.1446 B+ j7.2315%18""7
1 -3 4.822727 + ,jB.15909 B+,)7.9545%18°7
1 - 4 8.83099 + jB.216942 B+.31 .8847%1@°°
2 - 4 9.82866 + j@.1446 B+.37.2315%1877
3 -4 8.08247 + jB.1735 B+.iB.677%18°7 |
BUS DATA
Bus BUS POMER <(p.w) UOLTAGE BUS |
_ MAGNITUDE TYPE |
Real Reactive {p.un) %
!
i unspecified] unspecified 1.82 ziack ;
2 8.95 unspecified 1.81 hsli
3 -2 .8 -1.8 unspecified Ed i}
q -1.8 -B.2 unspecified FO
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DATA FED TO THE PROGRAM

HODIN
Is the inpnt an Admittance or ap Impedsnee

Please select yonr choice ¢ ANI

I

Give the rumber of buses

4

Enter the Impedsnces in P.U.

Enter the value of Z 1- 2

0.020688 @.1445

Enter the value of Z 1- 3

0.622727 p.159p9

Enter the valne of

¥.83099 2.2159472

Enter the value of Z Z- 3

2 9

Enter the vslne of 2 2- 4

2.02066 0.1446

Enter the value of Z 3- 4

8.0247 @.1735

Do vou have half line charging
Admittances (Y\NB)

Y

ENTER YOUR CHOICE
H - HALF LIRE CHARGING ADMITTANCE
L - LINE CHARGING ADMITTANCE

L

ENTER THE LINE CHARGING

ADMITTANCE OF BUS 1 z

¢ 2.00000072314

ENTER THE LINE CHARGING

ADMITTANCE OF BUS 13

7 0.00000879545

ENTER THE LINE CHARGING

ADMITTANCE OF BUS 1 4

U 0.0000016847

ENTER THE LINE CHARGING

ADMITTANCE OF BUS 2 3

S

ENTER THE LINE CHARGING

ADMITTARCE OF BUs =2 4

P 0.20000072314

ENTER THE LINE CHARGING

ADMITTANCE OF BUS 3 4

4 7. .00006885877

Enter the value of Frhsalon "E-

@.21

]
[ apad
|

4
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DT YOy

AART TO ALTER ANY LINE PARAMETER

VALUES  CHODSE ¢ A Ny
BUSl 15 AS3UMED TOBE SLACK BRUs
Is the voltage 1 P, 5t slsck bus?iY 4
H
Thern eriter ite value
1.682
Does bus! hss zny losd
N
ENTER THE VALUES OF OTHER BUSES
Bis b
IS5 BUS za GERERATOR BUS?(v /8
b
Enter the Generstor power & voltage in P .Y
785 21
Does 1t have any losad sttached ton IL(Y/N
H
Biis
IS5 BUS 34 uENERaTOR BUR?(Y N
N
ENTER THE LOAD VALUES (P, (g
201
Bi}3 4
I5 BUS 44 GENERATOR BUST(Y /N
N
FNTER THE LOAD YALUES (P, (qQ:
S T4

THE ¢ BU3 15

(7 4936162, -17.4546600) (-9.68316BE-001,8. P27y (-8 YO9SSSBE-221,5 . 180
(~5.4525965-001 ,4 . 5173460

( GARIIGEEE- @@1,8 7772790 (1.938833@,~13.55456@®) (.@@@@@@@;.@@@@®@@>
qﬂ9.8831865—@®1,8.???2?96}

(“8.799988E—B®1,8.18@83?8) (. 02228Re .,  2U0RRAE (1.884237¢ -~ 218092306
(-8 .845373E-081,5 . 6491958

(-6.452098F-p21, 4 01734603 (-8.883158E- DAL,B.7772790)

(~03 , B4Z23 78~ -2a1, J.5491958) (Z£.4178530,-165. H4438294°
THE B EBUS I3
-17 4548804 B.777279% £.160837% 4.51734869
5.7772798 -13.55456088 . BER2004 2.FT7a794
6.L8@®3"@ . PA2R7ea 11.850823pp 5.6491357
4,01734589 6.7772796 5.684915950 -15.9438200
THE BY BlUS IS
13.5545807 . POBeRee -B.7772790
. BR300ee 11.8838z2300 -5.6491950
-5.7772799 -5.648188p 16.943820¢
TN
THE B® BUS I3
11. 82392300 -5.B849195@
-5.845195@3 168 .84332680
Pruse

HLreturns to

continne .



DELPF AND DELQ YALUES CONVERGED

VRECT
YRECT
VRECT
YRECT
CURRENT
CURRENT
CURRERT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENT
CURRENRT
CURRENRT
CURRENT
CUBRRERT
LOS3S
LOSS
LOSS
LO3S
LOS3S
LO5S

[ENIRAR I I I

1

2
3
4

(1.2200000, 00000072
(1. Bl@@@@@,—z D3Z2343E-9G4 )
(7.948885E-2031, -7 @89 T3E-201
(9. 119938F-001,-1.275431E-881)
f—l 48”2 BE-#92Z,6.7¢
{-1.4852832,1.2R0281;
(-5.484336E-801,4 . 3! .,ﬁ‘ ;
(1.48Z258E-0R2, -6 7042708
(.00PRB00,  CRRORC2 .
(-9.50b0@B285E-0G1,5 . 4 G eh
(£1.4352830,-1.202313%
( @@@B@Bﬁ @@ﬁﬁ?fh}
.H33815E- AAL, -5 . Q438397
<8 484337E A1, -4 . QS5833%
DPZBLE-gAL, -5, 144
t—J J33 14E-801, 5
=—8 T39492E-2685 .86,
<—4.3?17”1E S AR
~-1.81H0A87E-002, 1.
@@@@ﬁ@@ . BRGRARG
LoB3TEEE-BRZ, 1 TR REME-2G L
ﬁ~1.819@d55*“@2,l.lﬁ?ﬁ-:Q-{w’

Lompa@bonzwrwﬁcuN

[FoN EA S B TRV I S T o B N S

O S T s N AV




Current= (-1.482258E-002,6.704108E-002

Rerl Power flow = -1.5118A3E-AR2

Resctive power Tlow = -f.833192E-222
Bus Code 1 -—- 3

Current= (-1.4852832,1.2023130)

Rezl Power flow = -1.5149880

Reschtive power flow = -1.22588892
Big Code 1 -- 4

Current= (~B.464336E-901,4.096638E-021)

Resl Power flow = —-5.58936Z3E-081
Remctive power flow = -4.178371E-221
Bus Code 2 —- 1

Current= (1.482258E-802,-6.784070E-002)

Resl Power flow = 1.502164E-292

Resctive power flow = £.7Hh9985E-302
Bus Code 2 -- 3

Currentz (.9990300, 2200220

Resl Power Tlow = RAISIGIEI%IS1G]

Rezctive power flow = Rlalulauthlty
Busg Code 2 -- 4

Current= (-9.550285E-001,5.475448E-001)

Resl Power flow = -9.84989836E-201

Regctive power flow = -5 . 522950E-40 1
Bus Code 3 -- 1

Current= (1.485283@,-1.2028134

Renl Power flow = 1.431871@

Besctive power flow = 5.457410E-AGA1
Bus Code 3 -- 2

Current= ¢ .9990000,  B0BRAA0 )

Resl Power flow = . Apoeane

Resctive power flow = . BP0
Bus Code 3 -- 4

Current= (5.533815E~@Bl,ﬁ5.9@9898E—@®1E

Rexl Power flow = 5.633883E-991

Resctive power flow = 3.541378E-291




CHAPTER V
CONCLUSION

The fast decoupled method offers o dniquely
attractive combination of advantages over the established

1

methods, including Newton s, interms of speed,

reliability, simplicity and storage, for corventional
load flow solutions. The basic algorithm remgins
unchanged for variety of different applications. Given
a set of good ordered elimination routines, t-e hasic
program i1s easy to code efficiently, and i7s speed
and storage requirements are roughly proscrtional to
system size. A useful feature of the methosz is

the ability to reduce its core-storage requirements

to approximately those of +he Gauss-Seide. method
with a small number of core-disk block transfers. The
method performs well with conventional cdiusiment

algorithms and solves network cutcge secucitv-czneck

cases wusually in one or two iterations. T is

computationally suitable for optima. locd-flow

calculations and scope for developments in trhis areg
are very much. The software developed proves to  heo
flexible and gives feosibie results “or small
networks. As described ecriier in this re-c-- tre
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efficiency of the program might decregse f¢- larger

systems, say above 30 buses, due +to the inefficiency

"of the oancillory subroutines of the softwcre.

54



REFERENCES

T. I.J.NAGRATH,D.P.KOTHARI, "MODERN POWER SYSTEM
ANALYSIS™, TATA  McGRAW-HILL PUBLISHING  COMPANY Ltd.,
NEW DELHI, 1989.

2. M.A.PAI, "COMPUTER TECHNIQUES 1IN POWER

SYSTEM  ANALYSIS", TATA McGRAW-HILL PUBLISHING  COMPANY

Ltd., NEW DELHI, 1979,
3.STOTT,B., and 0.ALSAC, "FAST  DECOUPLZLC  LCAD
FLOW", IEEE Trans., 1974, PAS-93:859.

4.GEORGE L.KUSIC, "COMPUTER AIDED POWER  SYSTEM
ANALYSIS", PRENTICE-HALL OF INDIA PRIVATE ~IMITED,
NEW DELHI, 1989%.

5.GROSS,C.A.,"POWER SYSTEM ANALYSIS" JOHN WILEY,

NEW YORK, 1986.

6 .WEEDY,B.M.,"ELECTRICAL POWER SYSTEMS | JOHN
WILEY, NEW YORK, 1979.

55



