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ABSTRACT

Semantic similarity is a concept in which a set of documents or
terms within term lists are assigned a metric based on the likeness of their
semantic content. Semantic similarity measures play an increasingly
important role in text-related research and applications in areas such as text
mining, Web page retrieval, and dialogue systems. Existing methods for
computing sentence similarity have been adopted from approaches used for
long text documents. These methods process sentences in a very high-
dimensional space and are consequently inefficient, require human input,
and are not adaptable to some application domains. In this project the
implementation focuses directly on computing the similarity between two

words.

The semantic similarity of two words is calculated using
information from a structured lexical database and from corpus statistics.
The use of a lexical database enables our method to model human common
sense knowledge and the incorporation of corpus statistics allows our

method to be adaptable to different domains.

The algorithms that were implemented as a part of the project are
Micheal Lesk algorithm, Wu and Palmer algorithm, Leacock and Chodorow
algorithm.The project has been developed using “ASP.NET” as front end

and “C#” as code behind language.
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CHAPTER 1
INTRODUCTION

This chapter describes the basics of semantic similarity, the development

environment and the tools used.

1.1 INTRODUCTION TO SEMANTIC SIMILARITY

Semantic similarity is the process of finding the relation between words in
a given context. This process is mainly implemented by using hierarchical based data
structures.

Automatic extraction of semantic information from text and links in Web
pages is key to improving the quality of search results. WordNet, similarity is a freely
available software package that makes it possible to measure the semantic similarity and
relatedness between a pair of concepts (or synsets). It provides six measures of similarity,
and three measures of relatedness, all of which are based on the lexical database

WordNet.

According to some opinions the concept of semantic similarity is different
from sémantic relatedness because semantic relatedness includes concepts as antonym
and meronym, while similarity doesn't. However, much of the literature uses these terms
interchangeably, along with terms like semantic distance. Semantic similarity measures

have been reéently applied and developed in the biomedical fields.

1.2 APPLICATIONS OF SEMANTIC SIMILARITY

Semantic similarity measures have been recently applied and developed in
biomedical ontology namely, the Gene Ontology(GO). They are mainly used to compare
genes and proteins based on the similarity of their functions rather than on their sequence

similarity. These comparisons can be done using some tools freely available on the web.

> ProteInOn can be used to find interacting proteins, find assigned GO terms and calculate
the functional semantic similarity of proteins and to get the information content and

calculate the functional Semantic similarity of GO terms.



WordNet,similarity implements measures of similarity and relatedness that are all
in some way based on the structure and content of WordNet. Measures of similarity use
information found in an is—a hierarchy of concepts (or synsets), and quantify how much
concept A is like (or is similar to) concept B. For example, such a measure might show

that an automobile and boat share vehicle as an ancestor in the WordNet noun hierarchy.
1.3 WORDNET

WordNet is a lexical database for the English language. It groups English words
into sets of synonyms called synsets, provides short, general definitions, and records the

various semantic relations between these synonym sets. The purpose is twofold,

» To produce a combination of dictionary and thesaurus that is more intuitively
usable, and

> To support automatic text analysis and artificial intelligence applications.

The database and software tools have been released under a BSD style license and
can be downloaded and used freely. The database can also be browsed online. WordNet
was created and is being maintained at the Cognitive Science Laboratory of Princeton

University under the direction of psychology professor George A. Miller.

Development began in 1985. Over the years, the project received funding from
government agencies interested in machine translation. WordNet has been supported by
grants from the National Science Foundation, DARPA, the Disruptive Technology Office
(formerly the Advanced Research and Development Activity), and REFLEX. George
Miller and Christiane Fellbaum were awarded the 2006 Antonio Zampolli Prize for their
work with WordNet.



1.3.1 Database contents

As of 2006, the database contains about 150,000 words organized in over

115,000 synsets for a total of 207,000 word-sense pairs in compressed form, it is about 12

megabytes in size.

WordNet distinguishes between nouns, verbs, adjectives and adverbs

because they follow different grammatical rules. Every synset contains a group of

synonymous words or collocations (a collocation is a sequence of words that go together

to form a specific meaning, such as "car pool"),different senses of a word are in different

synsets. The meaning of the synsets is further clarified with short defining glosses

(Definitions and/or example sentences).

Most synsets are connected to other synsets via a number of semantic relations.

These relations vary based on the type of word, and include:

Nouns

>

Verbs

Hypernyms: Y is a hypernym of X if every X is a (kind of) Y (canine is a
hypernym of dog)

Hyponyms: Y is a hyponym of X if every Y is a (kind of) X (dog is a hyponym of
canine)

Coordinate terms: Y is a coordinate term of X if X and Y share a hypernym (wolf
is a coordinate term of dog, and dog is a coordinate term of wolf)

Holonym: Y is a holonym of X if X is a part of Y (building is a holonym of
window)

Meronym: Y is a meronym of X if Y is a part of X (window is a meronym of
building)

Hypernym: the verb Y is a hypemym of the verb X if the activity X is a (kind of)
Y (to perceive is an hypernym of to listen)
Troponym: the verb Y is a troponym of the verb X if the activity Y is doing X in

some manner (to lisp is a troponym of to talk)



> Entailment: the verb Y is entailed by X if by doing X you must be doing Y (to
sleep is entailed by to snore)

» Coordinate terms: those verbs sharing a common hypernym (to lisp and to yell)
Adjectives

> related nouns

> similar to

> participle of verb
Adverbs

> root adjectives

While semantic relations apply to all members of a synset because they
share a meaning but are all mutually synonyms, words can also be connected to other
words through lexical relations, including antonyms (opposites of each other) which are

derivationally related, as well.

WordNet also provides the polysemy count of a word, the number of
synsets that contain the word. If a word participates in several synsets (i.e. has several

senses) then typically some senses are much more common than others.

WordNet quantifies this by the frequency score, in which several sample
texts have all words semantically tagged with the corresponding synset, and then a count

provided indicating how often a word appears in a specific sense.

The morphology functions of the software distributed with the database try
to deduce the lemma or root form of a word from the user's input; only the root form is

stored in the database unless it has irregular inflected forms.

1.3.2 Application

WordNet has been used for a number of different purposes in information
systems, including word sense disambiguation, information retrieval, automatic text
classification, automatic text summarization, and even automatic crossword puzzle

generation. The sample Wordnet structure is presented in Fig 1.1.
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Fig 1.1 Sample WordNet structure

1.3.3 Problems and limitations

Unlike other dictionaries, WordNet does not include information about
etymology, pronunciation and the forms of irregular verbs and contains only limited

information about usage.

The actual lexicographical and semantic information is maintained in
lexicographer files, which are then processed by a tool called grind to produce the
distributed database. Both grind and the lexicographer files are freely available in a

separate distribution, but modifying and maintaining the database requires expertise.

Though WordNet contains a sufficiently wide range of common words, it
does not cover special domain vocabulary. Since it is primarily designed to act as an
underlying database for different applications, those applications cannot be used in

specific domains that are not covered by WordNet.

In most works that claim to have integrated WordNet into other ontology,
the content of WordNet has not simply been corrected when semantic problems have
been encountered instead, WordNet has been used as an inspiration source but heavily re-

interpreted and updated whenever suitable.



This was the case when, for example, the top-level ontology of WordNet
was re-structured according to the OntoClean based approach or when WordNet was used

as a primary source for constructing the lower classes of the SENSUS ontology.

WordNet is the most commonly used computational lexicon of English for
Word Sense Disambiguation (WSD), a task aimed to assigning the most appropriate
senses (i.e. synsets) to words in context. However, it has been argued that WordNet
encodes sense distinctions that are too fine-grained even for humans. This issue prevents
WSD systems from achieving high performance. The granularity issue has been tackled
by proposing clustering methods that automatically group together similar senses of the

same word.

1.3.4 Knowledge structure

Both nouns and verbs are organized into hierarchies, defined by hypernym
or IS A relationships. For instance, the first sense of the word dog would have the
following hypernym hierarchy. The words at the same level are synonyms of each other.
Each set of synonyms (synset), has a unique index and shares its properties, such as a

gloss (or dictionary) definition.

At the top level, these hierarchies are organized into base types, 25
primitive groups for nouns, and 15 for verbs. These groups form lexicographic files at a
maintenance level. These primitive groups are connected to an abstract root node that

has, for some time, been assumed by various applications that use WordNet.

In the case of adjectives, the organization is different. Two opposite "head’
senses work as binary poles, while 'satellite' synonyms connect to each of the heads via
synonymy relations. Thus, the hierarchies, and the concept involved with lexicographic

files, do not apply here the same way they do for nouns and verbs.

The network of nouns is far deeper than that of the other parts of speech.

Verbs have a far bushier structure, and adjectives are organized into many distinct



clusters. Adverbs are defined in terms of the adjectives they are derived from, and thus

inherit their structure from that of the adjectives.

The goal of WordNet was to develop a system that would be consistent
with the knowledge acquired over the years about how human beings process language.
Anomic aphasia, for example, creates a condition that seems to selectively encumber
individuals ability to name objects, this makes the decision to partition the parts of speech

into distinct hierarchies more of a principled decision than an arbitrary one.

In the case of hyponymy, psychological experiments revealed that
individuals can access properties of nouns more quickly depending on when a

characteristic becomes a defining property.

That is, individuals can quickly verify that canaries can sing because a
canary is a songbird (only one level of hyponymy), but require slightly more time to
verify that canaries can fly (two levels of hyponymy) and even more time to verify

canaries have skin (multiple levels of hyponymy).

This suggests that we too store semantic information in a way that is much
like WordNet, because we only retain the most specific information needed to

differentiate one particular concept from similar concepts.



1.4 DEVELOPMENT ENVIRONMENT

This section describes about, the hardware and software requirements for the project.

1.41 HARDWARE CONFIGURATION

The hardware requirements are,

Processor : Intel Dual Core Processor
Clock Speed : 1.73 GHz

Primary Memory : 1 GBRAM

Hard Disk Drive : 160 GB

1.4.2 SOFTWARE CONFIGURATION

The software requirements are,

Operating System : Windows Vista Service Pack 2
Programming Language : C#.net
Tools Used : Visual studio 2008, WordNet 2.1.

1.4.3. VISUAL STUDIO 2008

Visual Studio 2008, and Visual Studio Team System 2008 codenamed Orcas, was
released to MSDN subscribers on 19 November 2007 alongside NET Framework 3.5.
The codename Orcas is, like Whidbey, a reference to an island in Puget Sound, Orcas
Island. The source code for the Visual Studio 2008 IDE will be available under a shared
source license to some of Microsoft's partners and ISVs. Microsoft released Service Pack
1 for Visual Studio 2008 on 11 August 2008. The internal version number of Visual
Studio 2008 is version 9.0 while the file format version is 10.0.



Common Language Infrastructure (CLI)

The purpose of the Common Language Infrastructure, or CLI, is to provide a
language-neutral platform for application development and execution, including
functions for exception handling, garbage collection, security, and interoperability. By
implementing the core aspects of the NET Framework within the scope of the CLR, this
functionality will not be tied to a single language but will be available across the many
languages supported by the framework. Microsoft's implementation of the CLI is called

the Common Language Runtime, or CLR.

The .NET Framework includes a set of standard class libraries. The class library
is organized in a hierarchy of namespaces. Most of the built in APIs are part of either
System or namespaces. These class libraries implement a large number of common
functions, such as file reading and writing, graphic rendering, database interaction, and
XML document manipulation, among others. The .NET class libraries are available to all
CLI compliant languages. The .NET Framework class library is divided into two parts:
the Base Class Library and the Framework Class Library.

The Base Class Library (BCL) includes a small subset of the entire class library
and is the core set of classes that serve as the basic API of the Common Language
Runtime. The classes in mscorlib.dll and some of the classes in System.dll and
System.core.dll are considered to be a part of the BCL. The BCL classes are available in
both NET Framework as well as its alternative implementations including .NET

Compact Framework, Microsoft Silverlight and Mono.

The Framework Class Library (FCL) is a superset of the BCL classes and refers
to the entire class library that ships with NET Framework. It includes an expanded set of
libraries, including Windows Forms, ADO.NET, ASP.NET, Language Integrated Query,
Windows Presentation Foundation, Windows Communication Foundation among others.
The FCL is much larger in scope than standard libraries for languages like C++, and

comparable in scope to the standard libraries of Java.
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Microsoft Visual C# is Microsoft's implementation of the C# programming
language specification, included in the Microsoft Visual Studio suite of products. It is
based on the ECMA/ISO specification of the C# language, which Microsoft also created.
While multiple implementations of the specification exist, Visual C# is by far the one
most commonly used in most contexts, an unqualified reference to "C#" is taken to mean

"Visual C#."

Some of the advantages of creating C# applications in Visual Studio.NET are

v Visual Studio.NET is a Rapid Application (RAD) tool. Instead of adding each
control to the form programmatically, it helps to add these controls by using Toolbox,
saving programming efforts.

v Visual Studio.NET supports custom and composite controls. Can create custom
controls that encapsulate a common functionality that might be used in a number of
applications.

v Visual Studio. NET does a wonderful job of simplifying the creation and
consumption of Web Services. Much of the programmer-friendly stuff (creating all the
XML-based documents) happens automatically, without much effort on the
programmer’s side. Attribute based programming is a powerful concept that enables

Visual Studio.NET automate a lot of programmer-unfriendly tasks.

NET FRAMEWORK 3.5

Version 3.5 of the NET Framework was released on 19 November 2007, but it is
not included with Windows Server 2008. As with .NET Framework 3.0, version 3.5 uses
the CLR of version 2.0. In addition, it installs NET Framework 2.0 SP1, (installs NET
Framework 2.0 SP2 with 3.5 SP1) and .NET Framework 3.0 SP1 (installs .NET
Framework 3.0 SP2 with 3.5 SP1), which adds some methods and properties to the BCL

classes in version 2.0.
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CHAPTER 2

TYPES OF SIMILARITY APPROACHES
This chapter describes about the different approaches used to find similarity and

comparison of these approaches.

2.1 THE PATH LENGTH-BASED SIMILARITY MEASUREMENT

To measure the semantic similarity between two synsets, hyponym/hypernym (or

is-a relations) is used.

A simple way to measure the semantic similarity between two synsets is to treat
taxonomy as an undirected graph and measure the distance between them in WordNet.
Said P. Resnik. "The shorter the path from one node to another, the more similar they
are". The path length is measured in nodes/vertices rather than in links/edges. The length

of the path between two members of the same synset is 1 (synonym relations).

Fig 2.1 shows an example of the hyponym taxonomy in WordNet used for path

length similarity measurement.

Fig 2.1 Path length similarity measurement

It can be observed that the length between car and auto is 1, car and truck is 3, car

and bicycle is 4, car and fork is 12.
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A shared parent of two synsets is known as a sub-sumer. The least common sub-
sumer (LCS) of two synsets is the sumer that does not have any children that are also the
sub-sumer of two synsets. In other words, the LCS of two synsets is the most specific

sub-sumer of the two synsets.

Back to the above example, the LCS of {car, auto..} and {truck..} is {automotive,
motor vehicle}, since the {automotive, motor vehicle} is more specific than the common

sub-sumer {wheeled vehicle}.

The edge based approach is a more natural and direct way of evaluating semantic
similarity in a taxonomy. It estimates the distance (e.g. edge length) between nodes which
correspond to the concepts/classes being compared. Given the multidimensional concept
space, the conceptual distance can conveniently be measured by the geometric distance
between the nodes representing the concepts. Obviously, the shorter the path from one

node to the other, the more similar.

In a more realistic scenario, the distances between any two adjacent nodes are not
necessarily equal. It is therefore necessary to consider that the edge connecting the two
nodes should be weighted. To determine the edge weight automatically, certain aspects
should be considered in the implementation. Most of these are typically related to the

structural characteristics of a hierarchical network.

2.2 NODE-BASED (INFORMATION CONTENT) APPROACH

One node based approach to determine the conceptual similarity is called the
information content approach. Given a multidimensional space upon which a node
represents a unique concept consisting of a certain amount of information, and an edge
represents a direct association between two concepts, the similarity between two concepts
is the extent to which they share information in common. The value of the information

content of a class is then obtained by estimating the probability of occurrence of this class
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in a large text corpus. Following the notation in information theory, the information

content (IC) of a concept/class ¢ can be quantified as follows:
IC(c) =log—1 P(c)

where P(c) is the probability of encountering an instance of concept c.

In the case of the hierarchical structure, where a concept in the hierarchy subsumes those
lower in the hierarchy, this implies that P(c) is monotonic as one moves up the hierarchy.
As the node’s probability increases, its information content or its informativeness
decreases. '

If there is a unique top node in the hierarchy, then its probability is 1, hence its
information content is 0.
This methodology can be best illustrated by examples,

Assume that the similarities between the following classes need to be determined
(car, bicycle) and (car, fork).

Fig 2.2 depicts the fragment of the WordNet noun hierarchy that contains these
classes. The number in the bracket of a node indicates the corresponding information
content value. From the figure it can be seen that the similarity between car and bicycle is
the information content value of the class vehicle, which has the maximum value among
all the classes that subsume both of the two classes, i.e. sim (car, bicycle) = 8.30.

In contrast,the relationship between the car & fork is sim (car, fork) = 3.53.

These results conform to the perception that cars and forks are less similar than cars and

bicycles.
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Fig 2.2 Node-based Approach

2.3 COMPARISON OF THE TWO APPROACHES

The two approaches target semantic similarity from quite different angles. The
edge-based distance method is more intuitive, while the node-based information content
approach is more theoretically sound. Both have inherent strength and weakness.

In addition, we feel that the distance measure is highly dependent upon the
subjectively pre-defined network hierarchy. Since the original purpose of the design of
the WordNet was not for similarity computation purpose, some local network layer
constructions may not be suitable for the direct distance manipulation. The information
content method requires less information on the detailed structure of taxonomy. It is not
sensitive to the problem of varying link types (Resnik 1995). However, it is still
dependent on the skeleton structure of the taxonomy. Just because it ignores information
on the structure it has its weaknesses. It normally generates a coarse result for the

comparison of concepts. In particular, it does not differentiate the similarity values of any
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pair of concepts in a sub-hierarchy as long as their “smallest common denominator” (i.e.
the lowest super-ordinate class) is the same.

For example, given the concepts in Fig 2.1, the results of the similarity evaluation
between (bicycle, table ware) and (bicycle, fork) would be the same. Also, other type of
link relations information is overlooked here. Additionally, in the calculation of
information content, polysemous words will have an exaggerated content value if only

word (not its sense) frequency data are used.
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CHAPTER 3
SEMANTIC SIMILARITY ALGORITHMS

This chapter describes about the various Semantic similarity Algorithms.

3.1 MICHEAL LESK ALGORITHM

A word can have more than one sense that can lead to ambiguity. For example,
the word "interest" has different meanings in the following two contexts:
> "Interest" from a bank.

> "Interest" in a subjéct.

Disambiguation is the process of finding out the most appropriate sense of a word
that is used in a given sentence. The major objective of its idea is to count the number of
words that are shared between two glosses.To disambiguate a word, the gloss of each of
its senses is compared to the glosses of every other word in a phrase. A word is assigned
to the sense whose gloss shares the largest number of words in common with the glosses

of the other words.

For example, in performing disambiguation for the "pine cone" phrasal, according
to the Oxford Advanced Learner's Dictionary, the word "pine" has two senses:
> Sense 1: kind of evergreen tree with needle-shaped leaves,
> Sense 2: waste away through sorrow or illness.
The word "cone" has three senses:
> Sense 1: solid body which narrows to a point,
> Sense 2: something of this shape, whether solid or hollow,

> Sense 3: fruit of a certain evergreen tree.

By comparing each of the two gloss senses of the word "pine" with each of the
three senses of the word "cone", it is found that the words "evergreen tree" occurs in one
sense in each of the two words. So, these two senses are then declared to be the most

appropriate senses when the words "pine" and "cone" are used together.
pprop: p g



17

When computing the relatedness between two synsets sl and s2, the pair hype-
hype means the gloss for the hypernym of sl is compared to the gloss for the hypernym
of s2. The pair hype-hypo means that the gloss for the hypernym of sl is compared to the
gloss for the hyponym of s2.

OverallScore(s1,s2)= Score(hype(s1)-hypo(s2)) + Score(gloss(sl)-hypo(s2)) +
Score(hype(s1)-gloss(s2))...

(OverallScore (s1, s2) is also equivalent to OverallScore (s2, s1)).
In the example of "pine cone", there are three senses of pine and 6 senses of cone,

so we can have a total of 18 possible combinations. One of them is the right one.

The above method allows us to find the most appropriate sense for each word in a
sentence. To compute the similarity between two sentences, we base the semantic
similarity between word senses. We capture Semantic similarity between two word

senses based on the path length similarity.

In WordNet, each part of speech words (nouns/verbs...) are organized into
taxonomies where each node is a set of synonyms (synset) represented in one sense. If a
word has more than one sense, it will appear in multiple synsets at various locations in
the taxonomy. WordNet defines relations between synsets and relations between word
senses. A relation between synsets is a semantic relation, and a relation between word
senses is a lexical relation. The difference is that lexical relations are relations between
members of two different synsets, but semantic relations are relations between two whole

synsets.
For instance:

» Semantic relations are hypernym, hyponym, holonym, etc.

> Lexical relations are antonym relation and the derived from relation.

Using the example, the antonym of the tenth sense of the noun light (light#n#10)
in WordNet is the first sense of the noun dark (dark#n#1). The synset to which it belongs
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is {light#n#10, lighting#n#1}. Clearly, it makes sense that light#n#10 is an antonym of
dark#n#1, but lighting#n#1 is not an antonym of dark#n#1; therefore, the antonym
relation needs to be a lexical relation, not a semantic relation. Semantic similarity is a

special case of semantic relatedness where we only consider the IS-A relationship.

This formula was used to find the similarity, which not only took into account the

length of the path, but also the order of the sense involved in this path:
Sim(s, t) = SenseWeight(s)*SenseWeight (t)/PathLength
where s and t: denote the source and target words being compared.

SenseWeight: denotes a weight calculated according to the frequency of use of

this sense and the total of frequency of use of all senses.
PathLength: denotes the length of the connection path from s to t.

3.2 LEACOCK & CHODOROW ALGORITHM

The relatedness measure proposed by Leacock and Chodorow (Ich) is
Sim=-log (length / (2 * D))

where length is the length of the shortest path between the two synsets (using

node-counting) and D is the maximum depth of the taxonomy.

The fact that the Ich measure takes into account the depth of the taxonomy in
which the synsets are found means that the behavior of the measure is profoundly
affected by the presence or absence of a unique root node. If there is a unique root node,

then there are only two taxonomies, one for nouns and one for verbs.

All nouns, then, will be in the same taxonomy and all verbs will be in the same
taxonomy. D for the noun taxonomy will be somewhere around 18, depending upon the
version of WordNet, and for verbs, it will be 14. If the root node is not being used,
however, then there are nine different noun taxonomies and over 560 different verb

taxonomies, each with a different value for D.
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If the root node is not being used, then it is possible for synsets to belong to more
than one taxonomy. The relatedness is computed by finding the LCS that results in the
shortest path between the synsets. The value of D, then, is the maximum depth of the
taxonomy in which the LCS is found. If the LCS belongs to more than one taxonomy,
then the taxonomy with the greatest maximum depth is selected (i.e., the largest value for

D).
3.3 WU & PALMER ALGORITHM

The Wu & Palmer measure (wup) calculates relatedness by considering the depths
of the two synsets in the WordNet taxonomies, along with the depth of the LCS. The

formula is
Sim = 2*depth (les) / (depth (s1) + depth (s2)).

This means that 0 < score <= 1. The score can never be zero because the depth of
the LCS is never zero (the depth of the root of taxonomy is one). The score is one if the
two input synsets are the same. wup finds the depth of the LCS of the concepts, and then
scales that by the sum of the depths of the individual concepts. The depth of a concept is
simply its distance to the root node. The measure path is a baseline that is equal to the
inverse of the shortest path between two concepts.

For example,substitute the value in the formula.
where,
depth(lcs) -7
depth(sl) -8
depth(s2) -8
Similarity = 0.875.
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CHAPTER 4

TESTING

Software testing is any activity aimed at evaluating an attribute or capability of a
program or system and determining that it meets its required results. It is an investigation
conducted to provide stakeholders with information about the quality of the product or
service under test. Test techniques include, but are not limited to, the process of

executing a program or application with the intent of finding software bugs.

Software testing, depending on the testing method employed, can be implemented
at any time in the development process. However, most of the test effort occurs after the
requirements have been defined and the coding process has been completed. As such, the

methodology of the test is governed by the software development methodology adopted.

Unit Testing

Unit testing is a software development process in which the smallest testable parts
of an application, called units, are individually and independently scrutinized for proper
operation. Unit testing is often automated but it can also be done manually. A unit is the

smallest testable part of an application.

In measuring semantic similarity in wordnet , each author can find accuracy by

applying their own formula and it tested as individually.

Integration Testing

Integrating testing is the phase in software testing in which individual software
modules are combined and tested as a group. It occurs after unit testing and before system

testing.



21

Integration testing takes as its input modules that have been unit tested, groups
them in larger aggregates, applies tests defined in an integration test plan to those

aggregates, and delivers as its output the integrated system ready for system testing.

In semantic similarity, Michael lesk,leacock and chodorow,wu and palmer

formula’s are applied in main form to get the value from wordnet tool.
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CHAPTER S
CONCLUSION

Two possible implications of this project could be that the results are dependent
on the characteristics of a test document and on the characteristics of glosses, which
needs to be further investigated. However, the presented approach has several limitations:
a small sample, and a big number of fine senses in WordNet, many of which are not that

distinguishable from each other.
| This project has presented a measure of semantic similarity in an is-a taxonomy
based on the notation of Information content. Experimental evaluation was performed
with a large independently constructed corpus. For the future enhancements semantic
based search can be made and can be implemented in search engines using these

algorithms.
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APPENDIX

SAMPLE SCREEN DESIGN
The results of the project implementation are shown in the following

snapshots.

A.1 HOME PAGE
The home page of the project implementation is shown in the

Fig A.1

Fipd Simifarity

f_mg_mm
Enter the word! Mook o
A
select method

Sirhilarity o

Fig A.1 Home page
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A.2 MICHEAL LESK ALGORITHM

The similarity value between the words black and night using Micheal

Lesk algorithm is shown in the Fig A.2

Fig A.2 Micheal Lesk algorithm
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A.3. LEACOCK AND CHODOROW ALGORITHM

The similarity value between the words black and night using Leacock and

Chodorow algorithm is shown in the Fig A.3

Enter the wort2

select method

Fig A.3 Leacock and Chodorow algorithm
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A.4. WU AND PALMER ALGORITHM
The similarity value between the words black and night using Wu and

Palmer algorithm is shown in the Fig A .4

8 Find Similarity

Enter the word1

Enter the woid? on
select method : V‘:’“uw;ndpd;;rwg
Simitarity

Fig A.4 Wu and Palmer algorithm
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