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1.1SENSOR NODE

The WSN is built of ‘nodes’ — from a few to several httdror even
thousands, where each node is connected to one (otism®several) sensors.
Each such sensor network node has typically several parastio transceiver with
an internal antenna or connection to an external antenmaicracontroller, an
electronic circuit for interfacing with the sensors and agr@n source, usually a
battery or an embedded form of energy harvesting. Alegisesensor node is
composed of four basic components as shown in Figl®ealsensing unit, a

processing unit (microcontroller), a transceiver unit andveep unit.

Processing Unit

Processar Transceiver
=1 1jo

Memory

T

Power Unit

Figure 1.2 Components of Sensor Node

In addition to the above units, a wireless sensor node nwdyda a
number of application-specific components, for example atilmt detection system
or mobiliser; for this reason, many commercial sensor muaelucts include
expansion slots and support serial wired communication.

Sensing Unit: The main function of the sensing unit is to sense or
measure physical data from the target area. The analligge or signal is
generated by the sensor corresponding to the obserestmpienon. The continual

CHAPTER 1

INTRODUCTION

A Wireless Sensor Network (WSN) is a self-configuring neknof small
sensor nodes communicating among themselves using rigdilss and deployed
in quantity to sense, monitor and understand the physicetlwib consists of
spatially distributed autonomous sensors (Figure 1.1) to mmopitysical or
environmental conditions, such as temperature, sound, vibrgtfessure, motion
or pollutants and to cooperatively pass their data throughetveork to a main
location.

Wireless Sensor Network

Sensor Node

Figurel.1 WSN Architecture

The more number of modern networks are bi-directiomables to control
the activity of the sensors. The development of wirelesoseesnvorks was
motivated by military applications such as battlefield surveillanceaytoslich
networks are used in many industrial and consumer apphsatiach as industrial
process monitoring and control, machine health monitoridgsaron.

waveform is digitized by an Analog-to-Digital Converter (AD@yahen delivered
to the processing unit for further analysis. The sensiiigisia current technology
bottleneck because the sensing technologies are much sleaverthose of the
semi-conductors.

Processing Unit:The processing unit which is generally associated with
a small storage unit manages the procedures that makene sedes collaborate
with the other nodes to carry out the assigned sensing tasks.

Transceiver: There are three deploying communication schemes in
sensors which include optical communication (Laser), Infrarand Radio-
Frequency (RF). Laser consumes less energy than nadipravides high security,
but requires line of sight and is sensitive to atmosplwnitions. Infrared, like
laser, needs no antenna but is limited in its broadcastingigap@F is the most
easy to use but requires antenna. Various energy cotisnmeduction strategies
have been developed such as modulation, filtering, and didatmn. Amplitude
and frequency modulation are standard mechanisms. Amplitnddulation is
simple but susceptible to noise.

Power Unit: One of the most important components of a sensor node is
the power unit. Every sensor node is equipped with a pattat supplies power to
remain in active mode. Power consumption is a major weakwfesensor networks.
Any energy preservation schemes can help to extend reetigetime. Batteries
used in sensors can categorized into two groups; recidegeand non-
rechargeable. Often in harsh environments, it is impossibiectmrge or change a
battery.

1.2 WIRELESS SENSOR NETWORKSARCHITECTUR E

The architecture of Wireless Sensor Networks is classifienl twb
types.



1.2.1 Layered Architecture
1.2.2 Clustered Architecture

1.2.1 Layered Architecture

In this type of architecture there is a single powerful b&stios (BS) and
layers of sensor nodes are formed around BS, baséded hop count distance to
reach BS. Therefore, in general layer i denote all nodesatte i-hop away from
BS. Layered architecture is depicted in Figure 1.3.

Figurel.3 Layered Architecture

Unified Network Protocol Framework (UNPF)

It is a type of layered architecture with a set of protocolsithegrates
the following operations:

* Network Initialization & Maintenance Protocol

Unified Network Protocol Framework (UNPF)

» The remaining energy is considered when forwarding toéxé hop
(layer)

- Only the nodes of the next layer need to be maintaineceinotiting
table.

1.2.2 Clustered Architecture

In this type of architecture sensor nodes are organizectimsters and
each cluster is governed by a cluster-head. Only clusiishsend messages to a
BS. This architecture is suitable for data fusion and is sgHrozing in nature. This

is depicted in Figure 1.4.
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Figurel.4 Clustered Architecture

Low-Energy Adaptive Clustering Hierarchy (LEACH)

It is a type of layered architecture with a set of protocolsitibegrates

the following operations:

* Network Initialization & Maintenance Protocol
¢ Medium Access Control Protocol

« Routing Protocol

Network Initialization & Maintenance Protocol:

* BS broadcasts its ID using Code Division Multiple Access(CDMA)
common control channel (BS reaches all nodes in one hop)

* Nodes record BS ID & send beacon signal with their tDsat their
low default power levels

« All nodes ,the BS can hear are at 1-hop distance

The BS broadcasts a control packet with all layer one nosle ID
« All nodes send a beacon signal again

« The layer one nodes record the IDs they hear-layer 2
« The layer one nodes inform the BS of the layer 2
« The BS broadcasts the layer2 nodes IDs

« To maintain: periodic beaconing updates are required.

MAC protocol

* A Time Division CDMA (TCDMA) protocol for spatial bandwidth
reuse.
» Ensures a scheduling scheme for fair access.

Routing Protocol

« Downlink from the BS is by direct broadcast on the contrahciel

« Enables multi-hop data forwarding to the BS

It is a self-organizing and adaptive clustering protocol tvrewenly
distributes the energy expenditure among the sensorgfdrips data aggregation
where cluster heads act as aggregation points.

There are two main phases in this architecture.
« Setup phase: organizing the clusters
« Steady-state phase: deals with the actual data transfersB8.the

Setup phase:

« Each sensor chooses a random number m between10 and

« If m <T(n) for node n, the node becomes a cluster-head where

P
T (n)={1-P[r*mod(1/P)]

0 otherwise,
P: the desired percentage of cluster heads

if n0G

r: the round number.
G: the set of nodes that have not been cluster headg dheitast 1 / P
rounds.
« Acluster head advertises its neighbours using a CSMA MAC.
« Surrounding nodes decide which cluster to join based osiginal strength
of these messages.
« Cluster heads assign a TDMA schedule for their members.

Steady-state phase

« All source nodes send their data to their cluster heads.

« Cluster heads perform data aggregation/fusion through laedrission.

« Cluster heads send them back to the BS using a single direshtssion.

« After a certain period of time, cluster heads are seledeth ahrough the

set-up phase.



Merits

» Accounting for adaptive clusters and rotating cluster heads.

» Opportunity to implement any aggregation function at the clingtads.

Demerits:

» Highly dynamic environments.
» Continuous updates
* Mobility

1.3 DESIGN CHALLENGES OF WSN

1. Scalable and flexible architecture-the network must preserve its
stability. Introducing more nodes into the network means thdditianal
communication messages will be exchanged, so that thess am@mtegrated into
the existing network.

2. Error prone wireless medium- The wireless medium can greatly
affected by noisy environments.

3. Fault tolerance and adaptability Fault tolerance means to maintain
sensor network functionalities without any interruption due itariaof sensor node
because in sensor network every node have limited pafnerergy so the failure of
single node doesn't affect the overall task of the seretwrank.

4. Infrastructure- Sensors network are infrastructure less in which
nodes can communicate directly with base station.

14. Security Security is very important parameter in sensor network.
Since sensor networks are data centric so there isrtioytar ID associated with
sensor nodes and attacker can easily inserted himself inteetiverk and stole the
important data by becoming the part of network without theMedge of sensor
nodes of the network. So it is difficult to identify whether thérimation is
authenticated or not.

For many applications in wireless sensor networks, usens want to
continuously extract data from the networks for analysis l&tewever, accurate
data extraction is difficult — it is often too costly to obtain allsserreadings, as
well as not necessary in the sense that the readings themsmily represent
samples of the true state of the world. In order to enadiable and efficient
observation and initiate right actions, physical phenomenotrésa should be
reliably detected/estimated from the collective information pralithg sensor
nodes. Moreover, instead of sending the raw data todtlesnresponsible for the
fusion, sensor nodes use their processing abilities to locallyy out simple
computations and transmit only the required and partially psededata.

1.4 ATTACKS

Wireless Sensor networks are vulnerable to security attho&sto the
broadcast nature of the transmission medium. Figure bWsskiarious attacks in
Wireless Sensor Networks. Basically attacks are classified inttypes. They are

1.4.1 Passive Attacks

The monitoring and listening of the communication channel by
unauthorized attackers are known as passive attack. Thek@\tigainst privacy is

passive in nature.

5. Node Deployment- Sensor network be deployed randomly in
geographical area. After deployment, they can maintain adtatha without
human presence.

6. Real —Time Achieving Real-Time in WSN is difficult to maintain. It
must support maximum bandwidth, minimum delay and sever& gEBameters.

7. Dynamic changesAs in sensor network, nodes are deployed without
any topology and they are adaptable to changes due itioadaf new nodes or
failure of nodes.

8. Power Consumption Wireless sensor node is a microelectronic
device means it is equipped with a limited number of powerce. Nodes are
dependent on battery for their power. Hence power ceasen and power
management is an important issue in wireless sensor network.

9. Production cost As the name suggests production cost, in the sensor
network there are large no of nodes deployed, so ifglesitode cost is very high
then the cost of overall network will be very high.

10. Short Range TransmissionIn WSNs, here the short transmission
range should be considered in order to reduce the possdfilitging eavesdropped.

11. Hardware design While designing any hardware of sensor network,
it should be energy-efficient.

12. Limited computational power and memory size It is another
factor that affects WSN in the sense that each node sterefth individually and
sometime more than one node stored same data and tradsfethe base station
which is waste of power and storage capacity of nodémee to develop effective
routing schemes and protocols to minimize the redundantyeinetwork.

13. Quality of Service It means data should be delivered within time
period.

Security Attacks on WSN

Node Physical Message False Node Passive Attack azeinst Privacy
Node Replication Information
Attacks Gathering

outage Attacks Cormuption
| ‘ | | Monitor & Traffic

Bavesdrapping Analysis
Other attacks Denial of Node Node
(Rowiing attacks | | Service Subversion | | Malfunction

Spoofed, altered &
replayed routing,
information

Camouflages
Adversaties

Selective Forwarding

Sirkhole
Avbil
W ommhole

HELLO Flood

Figurel.5 The Attacks Classification on WSN

1.4.2 Active Attacks

The unauthorized attackers monitors, listens to and modifieslate
stream in the communication channel are known as activé.attac

1.5 SECURITY MECHANISMS

The security mechanisms are actually used to detect, pravemecover
from the security attacks. A wide variety of security schelffiégure 1.6) can
invent to counter malicious attacks and these can categaszed

1.5.1 Low-level mechanism

1.5.2 High-level mechanism



Roubugness to Becuity Resiliance Secure Group Intrusion Secure Data
communication Rauting tonode Management Detection Aggregation
Dos capture

Key Secrecy & Privacy

establishment authentication
and trust setup

Fig.1.6 The Order of Security Mechanisms.

1.5.1 Low-Level Mechanism

Low-level security primitives for securing sensor networkduides,
a. Key establishment and trust setup
. Secrecy and authentication
. Privacy

b
c
d. Robustness to communication denial of service
e. Secure routing

f

. Resilience to node capture
a. Key establishment and trust setup

The primary requirement of setting up the sensor networkhés
establishment of cryptographic keys. Key-establishment tegasigeed to scale to
networks with hundreds or thousands of nodes. In addittm communication
patterns of sensor networks differ from traditional netwosksisor nodes may need

e. Secure routing

Routing and data forwarding is a crucial service for enabling
communication in sensor networks. Unfortunately, currentimgiprotocols suffer
from many security vulnerabilities. The simplest attacks inviljeeting malicious
routing information into the network, resulting in routing indetencies. Simple
authentication might guard against injection attacks, but sontiegqarotocols are
susceptible to replay by the attacker of legitimate routing rgessa

f. Resilience to node capture

One of the most challenging issues in sensor networkssieney
against node capture attacks. In most applications, sepses rare likely to be
placed in locations easily accessible to attackers. Such erpoaises the
possibility that an attacker might capture sensor nodesacextryptographic
secrets, modify their programming, or replace them with ioakicnodes under the
control of the attacker. Algorithmic solutions to the problem @diecapture are
preferable.

1.5.2 High-Level Mechanisms

High-level security mechanisms for securing sensor netwintsides
a. Secure group management
b. Intrusion detection
c. Secure data aggregation

a. Secure group management

Each and every node in a wireless sensor network is liniiteits
computing and communication capabilities. However, interestingetwork data

to set up keys with their neighbours and with data aggregatames. The
disadvantage of this approach is that attackers who comm@orsisficiently and
many nodes could also reconstruct the complete key pddiraak the scheme.

b. Secrecy and authentication

Most of the sensor network applications require protectiorinsiga
eavesdropping, injection, and modification of packets. Fointfio-point
communication, end-to-end cryptography achieves a highl lefs security but
requires that keys be set up among all end points anccomatible with passive
participation and local broadcast. Link-layer cryptographyhvet network wide
shared key simplifies key setup and supports passiviicipation and local
broadcast, but intermediate nodes might eavesdrop or at=ages.

c. Privacy

Like other traditional networks, the sensor networks have talforce
privacy concerns. Initially the sensor networks are depldge legitimate purpose
might subsequently be used in unanticipated ways.

d. Robustness to communication denial of service

An adversary attempts to disrupt the network’s operatiorrdgdeasting
a high-energy signal. If the transmission is powerful ghouhe entire system’s
communication could be jammed. More sophisticated attackalssepossible; the
adversary might inhibit communication by violating the 802.14dioma access
control (MAC) protocol by, transmitting while a neighbour isoaleansmitting or
by continuously requesting channel access with a requesttbsignal.

aggregation and analysis can perform by groups of siodlee actual nodes
comprising the group may change continuously and quididgny other key

services in wireless sensor networks are also performegtdups. Consequently,
secure protocols for group management are requiredredg@dmitting new group
members and supporting secure group communicationoltteme of the group
key computation is normally transmitted to a base station. Tkhgutbwmust be

authenticated to ensure it comes from a valid group.

b. Intrusion detection

Wireless sensor networks are susceptible to many fornistrofsion.
Wireless sensor networks require a solution that is fully digegtband inexpensive
in terms of communication, energy, and memory requiremdtis use of secure
groups may be a promising approach for decentralizedsiotretection.

c. Secure data aggregation

One advantage of a wireless sensor network is the fie ggasing that
large and dense sets of nodes can provide. The sealsed must be aggregated to
avoid overwhelming amounts of traffic back to the base stafMinaggregation
locations must be secured.



1.6 LITERATURE SURVEY

In this section, the papers related to Packet dropping adifications
are discussed. These are two common attacks that carh layren adversary to
interrupt communication in wireless multi-hop sensor netwdrksn that, an
effective scheme is proposed to identify misbehaving forerardhat drop or

modify packets.
1.6.1 DPDSN: Detection of Packet-Dropping Attacks fo/VSN

A lightweight solution (Bhuse 2005) is proposed to identifthpahat
drop packets (Figure 1.7) by using alternate paths. Altepadtes are found during
route discovery and it incurs no additional cost becauseobthe alternate paths is
utilized for all subsequent communication. DPDSN does notireeauonitoring
individual nodes, making it feasible for WSNs. It formulates pinebability of
success and failure of DPDSN in the presence of mafigiodes that drop packets.
This is approach compared with existing techniques. This siedigund that the
overhead of DPDSN is at moét (N) for a two-dimensional grid network of N
nodes. The simulations show that the overhead of DPD$M /SN with 100
nodes is less than 3% of energy consumed on route digcoenen using DSR or

Directed Diffusion routing protocols.
Finding of compromised paths

The process of finding an alternate path is embedded enrdhte
discovery phase of routing protocols like DSR and DireEtéfision. It is assumed
that source and destination nodes are trustworthy. Ideadlyalternate path does

not have any node in common with the original path.

1.6.2 Mitigating Routing Misbehavior in Mobile Ad Hoc Neworks

There are two techniques to improve throughput in an adhétveork in
the presence of nodes that agree to forward the pauvletail to do so. The nodes
can categorise based upon their dynamically measuredibehdt introduces two
extensions to Dynamic Source Routi(l@SR) to mitigate the effects of routing
misbehaviour: the watchdog and the pathratcr (Marti 2000watchdog that
identifies misbehaving nodes andpathrater that helps routing protocols avoid

these nodes.

® GO— 0

Figure 1.8 Watchdog Mechanism

The watchdog method detects misbehaving nodes. FigunduktBates
how the watchdog works. Suppose there exists a pathriosie S to D through
intermediate nodes A, B, and C. Node A cannot transmit all &yetovnode C, but
it can listen in on node B's traffic. Thus, when A transmiggacket for B to forward
to C, A can often tell if B transmits the packet. If encryptiomds performed
separately for each link, which be expensive, then Aatsmtell if B has tampered
with the payload or the header. The watchdog is implemdnyethaintaining a
buffer of recently sent packets and comparing each esethpacket with the
packet in the buffer to see if there is a match. If so,pdeket in the buffer is

removed and forgotten by the watchdog, since it has foeemarded on.

When B forwards a packet from S toward D through C, A @@erhear

B's transmission and can verify thathas attempted to pass the packet to C. The

solid line represents the intended direction of the packet geBttb C, while the

Detect_compromised_path(s, d)
begin
Get n;, .
while (TRUE)
ifn; - 0, = 0 then
Guess that packets are being dropped by
malicious nodes on the source-to-destination
path.
return TRUE
else
return FALSE
Wait till next verification cycle.
end

Fig.1.7 Detection of a Packet-Dropping Path

Embed alternate path discovery in route discovery

A straightforward solution is to perform route discovery usd®R and
mark the edges of the original path. It incurs significaogt clue to flooding. A
better heuristic approach would be to keep two route résjaégvery node when a
node receives multiple route requests one of the routeeses) is used for
establishing the path and second one will be used for akepath.

Advantage

1. Continuous monitoring of each and every node is not feafbleesource
constrained WSNs especially when extending lifetime is the gwahin the
design of WSNs. DPDSN avoids continuous monitoring ofyemede.

Disadvantage

1. DPDSN succeeds whenever an alternate path does nothgvaalicious
nodes that drop packets.

dashed line indicates that Augthin transmission range of B and caverhear the
packet transfer. If a packet has remained in the buffeddnger than a certain
timeout, the watchdog increments a failure tally for the nodporesible for
forwarding on the packet. If the tally exceeds a certaiestiold bandwidth, it
determines that the node is misbehaving and sends a meBsafe source
notifying it of the misbehaving node. Each node runs pehra the network,
combines knowledge of misbehaving nodes with link reliability dath to choose
the route most likely to be reliable. Each node maintains agré&ginevery other
node it knows about in the network. It calculates a path m@tarti 2000) by
averaging the node ratings in the path.

Advantages

1. DSR with the watchdog has the advantage that it can detecthaisber at
the forwarding level and not just the link level.

2. The two techniques to increase the throughput by 17%reisence of 40%
misbehaving nodes, while increasing the percentage of headr
transmissions from the standard routing protocol's 9% ta 17%

3. During extreme mobility, watchdog and pathrater can incresteork
throughput by 27%, while increasing the overhead transmisgiom the

standard routing protocol's 12% to 24%.

Disadvantages

1. Watchdog's weaknesses are that it might not detect a misbghawite in
the presence of ambiguous collisions, receiver collisionsjiteld
transmission power, false misbehaviour, collusion and pdrtglping.

2. The watchdog method requires nodes to buffer the paakdtsperate in the
promiscuous mode, the storage overhead and energyroptisn may not

be affordable for sensor nodes.



1.6.3 Statistical En-route filtering of Injected False Da

Statistical En-route Filtering (SEF) mechanism (Ye 2004) etectl and
drop those false reports. SEF requires that each seregogt be validated by
multiple keyed message authentication codes (MACs), eachiagetieby a node
that detects the same event. As the report is forwardel, re@te along the way
verifies the correctness of the MACs probabilistically angsrtose with invalid
MACs at earliest points. The sink further filters out remainiaigef reports that
escape the en-route filtering. In SEF there is a globalpie®y. The sink has the
knowledge of the entire pool. Each sensor stores a smalbetuof keys that are
drawn in a randomized fashion from the global key pofdreedeployment. Once a
stimulus appears in the field, multiple detecting nodes elect aecehStimulus
(CoS) node that generates the report. Each detecting modecps a keyed MAC
for the report using one of its stored keys.
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Figure 1.9 Global Key Pool

A Bloom filter is a space-efficient probabilistic data structure that is
used to test whether an element is a member of a set.fJeslisige retrieval results
are possible, but false negatives are not; i.e. a quemnseeither "inside set (may
be wrong)" or "definitely not in set". Elements be addethéoset, but not removed
(though this can address with a counting filter). The momaei¢s that are added to
the set, the larger the probability of false positives. Usindg3them filter, instead

an upper bound B for the number of hops that a false patket could be
forwarded before it is detected and dropped, given tha¢ #ae up to t colluding
compromised nodes. The scheme involves the followingpiases.

1. In the node initialization and deploymgatitase, the key server loads every
node with a unique id, as well as necessary keying matér&tisllow the node to
establish pairwise keys with other nodes. After deploymendde first establishes
a one-hop pairwise key with each of its neighbours.

2. In the association discovenyhase, a node discovers the ids of its
associated nodes. This process may be initiated by thestsams periodically, or
by a node that detects the failure of a neighbour node.

3. In the report endorsememghase, t + 1 node generate a report
collaboratively when they detect the occurrence of an ewénhterest. More
specifically, every participating node computes two MACs over ghkent, one
using its key shared with the BS, and the other using itswisér key shared with
its upper associated node. Then it sends the MACs to itsrchesael. The cluster
head collects MACs from all the participating nodes, wraps ihésma report, and
then forwards the report towards BS.

4. In the en-route filteringphase, every forwarding node verifies the MAC
computed by its lower association node, and then removesviA€ from the
received report. If the verification succeeds it then compaiesattaches a new
MAC based on its pair wise key shared with its upper agsocizode. Finally, it
forwards the report to the next node towards the BS.

5. In the base station verificatigghase, the BS verifies the report after
receiving it.

of a list of MACs, greatly reduces the packet size. Thesétipieu MACs
collectively act as the proof that a report is legitimate. A repith an insufficient
number of MACs will not be forwarded. An example of a glokey pool(Figure
1.9) with n = 9 partitions and 4 nodes, each of which khas3 keys randomly
selected from one partition. In a real systerm kjay be much larger.

The sink serves as the final goal-keeper for the syatémen it receives
reports about an event, the sink verifies every MAC cairigtie report because it
has complete knowledge of the global key pool.

Advantage

1. With an overhead of 14 bytes per report, SEF is ablecjp 80-90% injected
false reports by a compromised node within 10 forwardmshand reduce
energy consumption by 50% or more in many cases

Disadvantage

1. SEF also does not address the issues of how to identifgroomsed nodes
or revoke compromised keys. For identification, neighboodes may
overhear the channel to detect unusual activities of commiped nodes such
as high traffic volume and notify the sink. After the nodesidentified, the
user may deploy new nodes and the sink could flood iriginscto revoke
compromised keys and propagate new ones

1.6.4 An Interleaved Hop-by-Hop Authentication Scheme

An interleaved hop-by-hop authentication scheme (Zhu 2QB4)
guarantees that the base station will detect any injected fa@aleiets when no
more than a certain number t nodes are compromisetheffuour scheme provides

Advantage

1. Our scheme attempts to filter out false data packets injectethmtoetwork
by compromised nodes before they reach the base stttionsaving the
energy for relaying them

Disadvantage

1. The number of hops before an injected data packet istedtend discarded
should be as small as possible.

1.6.5 Catching "Moles" in Sensor Networks

False data injection is a severe attack that compromised sty
("moles™) can launch. These moles inject large amounvgfibtraffic that can
lead to application failures and exhausted network resources.

Probabilistic Nested Marking (PNM) Scheme

A Probabilistic Nested Marking (PNM) scheme (Ye 2007) thaecure
against such colluding attacks. No matter how colluding moiasipulate the
marks, PNM can always locate them one by one. Hereegrthat nested marking
is both sufficient and necessary to resist colluding attacks. Hdoeates such
moles within the framework of packet marking, when fonirggdmoles collude
with source moles to manipulate the marks. The packet maikimged to discover
the true origin of packets: Aode marks its identity in the packets it forwards. By
collecting such marks, the sink can infer the route, thustigin location of the
traffic. Due to the nested marking, any tampering with theipue IDS, or MACs,
or their order, will make the MAC invalid. Probabilistic markingquires an
additional feature, anonymity of IDS, to defeat selective drapattacks.
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Figure 1.10 False Data Injection

The challenge for an effective marking scheme is, a daffuchole X
along the forwarding path may tamper the marks arbitralg Bgure 1.10). It can
hide both its location and the source mole's location, or &ignthe sink trace to
innocent nodes. Hiding their locations allows continuous injeatithout being
punished. This is needed for the injection to cause signifitzmage. Leaking any
of their locations will lead to punishment such as network iswlatir physical
removal. Tricking the sink trace to innocent nodes is extraugothe sink may
punish these nodes, thus denying legitimate resourceeamidesto itself. Mole S
and X work together to cover their traces for injecting att&Hknjects bogus
reports. X receives a packet with nodes 1, '8, rBarks. X may manipulate the
marks in various ways, such as altering these marks ®,13; or remove the mark
of node 1 The moles' goal is to hide their locations, or lead the sinle ttac

innocent nodes.

Advantage

1. Probabilistic Nested Marking is the first work that can locatéesndespite
colluding attack. Combined with physical removal or network isafatio
PNM can used to actively fight back

the information of node behaviours has been accumulatedirtk periodically runs
our proposed heuristic ranking algorithtasidentify most likely bad nodes from
suspiciously bad nodes. This way, most of the bad nadegradually identify with

small false positive.
Packet Sending and Forwarding

Each node maintains a counter Cp which keeps track afutmber of
packets that it has sent so far. When a sensor node a di@a item D to report, it
composes and sends the following packet to its parentP@d€p MOD Ns is the
sequence number of the packet. R&(Bu< Np — 1) is a random number picked
by node u during the system initialization phase, and Ru ishatido the packet to
enable the sink to find out the path along which the packeirgafded. {X}Y
represents the result of encrypting X using key Y. Paddady,0 and padu,1 are
added to make all packets equal in length, such that fdimganodes cannot tell
packet sources based on packet length.

Packet Recaived by Node 0

p
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Figure 1.11 Packet Sending, Forwarding

2. PNM also has fast-trace back: within about 50 packets, itreak down a
mole up to 20 hops away from the sink. This virtually pnésany effective
data injection attack: moles will be caught before they havetegeany
meaningful amount of bogus traffic.

3. While public-key cryptography can implement in such low-éedices, it is
too expensive in energy consumption. Thus considerdg efficient
symmetric cryptography (e.g., secure hash functionsjiirdesign.

Disadvantage

1. In PNM scheme, modified packets should not be filtered @outoete
because they should be used as evidence to infer packifiers; hence, it

cannot be used together with existing packet filtering schemes.

1.6.6 Catching Packet Droppers and Modifiers in WirelesSensor Networks

Packet dropping and modification are common attacks thdtoach by
an adversary to disrupt communication in wireless multi-hepssr networks.
Many schemes have been proposed to mitigate or tolectteagtacks but very few
can effectively and efficiently identify the intruders. To addr this problem, a
simple effective scheme (Chuang Wang 2012), this can iglemitbehaving
forwarders that drop or modify packets. In this scheaneuting tree rooted at the
sink is first established. When sensor data is transmitted at@ngree structure
towards the sink, each packet sender or forwarderaddsll number of extra bits,
which is called packet marks, to the packet. The formateo$hall packet marks is
deliberately designed such that the sink can obtain vedfylusformation from the
marks. Specifically, based on the packet marks, thecsinkigure out the dropping
ratio associated with every sensor node, and then runspmposed node
categorization algorithrto identify nodes that are droppers/modifiers for sureer ar
suspicious droppers/modifiers. As the tree structure dyréipnithanges every time
interval, behaviours of sensor nodes can observe irge lariety of scenarios. As

Figure 1.11 shows an example sensor network with 7 nodeles 0-6.
Node ID is represented by 3 bits. Suppose the maximagkep sequence number
Ns are 16 and 4 bits are used to represent the count&pCthe maximum number
of parents that each sensor node should record duringethestablishment, is 4.
Assume that the length of sensory data IsD8 bits. The figure illustrate the
following procedure: node 5, which is 2 hops away fromsihk, generates sensory
data 96; the data is sent to the sink node 0. Assumerdatanbde 5 follows path 5-
>2->0 and Cp = 3. Node 5 constructs packet .The plain-texteopdicket is shown
in the figure as P1.Specifically, Ru2(010), Ru= 1(01), u= 5(101), Cp=3(0011),
and D =96(01100000).The cipher-text is represented bya@l the encrypted
packet P2 is constructed accordingly. P2 is sent to noti¢h2n node 2 receives
packet P2, it first chops off the rightmost logNp bits, whiole 2 bits of the
paddings. Next, node 2 constructs packet P3 by addipgriént ID and the random
number R2 to the front of cipher-text C1. Note that the packetheis kept the
same since the rightmost 2 bits are chopped off, anddoma number R2 with 2
bits is added. Next, node 2 uses its secret key K2 tymniciformation {R2 C1}
in packet P3 and generates packet P4. P4 is then sent sinkheAfter the sink
receives the packet P4 from its children, the sink tries todfigut the sender. The
sink tries to decrypt the cipher-text C2 by using its childreatset keys one by
one. The sink finds that the packet is from node 2 afeeis@ecrypted by using K2.
The sink also recovers the decrypted C2 which does nowstar{R2, 2}.The sink
concludes that node 2 is an intermediate node. It continueprthisss and finds
out the source of the data is node 5.

Advantages

1. Low communication and energy overheads
2. Compatible with existing false packet filtering schemes



CHAPTER 2

PROJECT DESCRIPTION

2.1 PROBLEM DEFINITION

Wireless Sensor networks consist of large number of seadlos nodes
which has limited computation capacity, restricted memory esplirmited power
resource, and short-rage radio communication device. Vdithwidespread
deployment of these devices, one can precisely monitomtirbement. Basically,
sensor networks are application dependent and sensors nowaitor the
environment, detect events of interest, produce data, dlath@ate in forwarding
the data toward a sink, which could be a gateway, basenstatmrage node, or
querying user.For example wireless sensor networks sed in environmental
monitoring, military surveillance, etc. Farmers can use semstvork to collect
information about how much water is needed, what pesticidesg¢pwhat fertilizer
to be used. A soldier in a battle field may need to knowdtetion of the nearest
enemy tank.

Wasteful energy consumption is due to idle listening in the nm&two
retransmitting due to packet collisions, overhearing and gengror handling
control packets. Nodes in sensor network have very linsibeaputational resources
and they are energy constrained. Sensor nodes geadeatge volume of data and
they must be processed in order to respond to the qugvess Processing of these
queries has to be carried out energy efficiently. Sensdesare often battery
powered and it is very difficult to change batteries when getydown. A sensor

Routing Tables

Sensor node has two tables. One is the routing table whittaice
information like source node, previous and next hop netde The other table is the
neighbour table which contains neighbours information likeade between them,
distance to the sink node, residual energy, node degreeltais, each node can
make intelligent decisions about the next hop based on thisitaim and the
algorithm is easy to implement for practical engineering appbiesti

The routing table is generated by source whenever it tadespath to
destination. The routing will include residual energy. Beforeting a packet
through a particular path, source will have a knowledge tabtermediate nodes,
hop count, free buffer space, etc. Then energy dii @acle in path is calculated.
Figure 2.1 shows routing table created for first path.

network is often deployed in an unattended and hostile emvénnto perform the
monitoring and data collection tasks. When it is deployed in saeironment, it

lacks physical protection and is subject to node compromiier fompromising

one or multiple sensor nodes, an adversary may lumitugaattacks to disrupt the
in-network communication. This work deals with two commonci&adropping

packets and modifying packets which can launch by compeshmodes.

2.2 ROUTING PROCESS

The main objective is to identify compromised nodes andradopg
network lifetime via an energy efficient routing algorithm amhtdbutions are
listed as below:

(1) Given the source to sink node distance d, the optiméi-hop number and the
corresponding individual distance d can determined basedhe theoretical
analysis of energy consumption under time based traffiemod

(2) Based on (1), a Routing algorithm is proposed whichistsnsf route setup and
route maintenance phases. The distance factor is treatéte d&st parameter

during the routing process and the residual energy fectbe second parameter to
be considered. The algorithm can balance energy corgumfpr all sensor nodes

and consequently prolong the network lifetime.

Distance Calculation

There are Nodes randomly scattered in a two dimensional square field
[X, Y]. There exists a link E (i, j) between nodeahd node jif the Euclidean
distance d (i, j) is not larger than the radio transmissiois#&j namely d (i, j< R.
In the Euclidean plane, if p 9 p2) and q=¢, q2) then the distance is given

d(p,q) = /(p1— @) + (p2 — q2)%

source Internediate Nodes Dest  Hcount Txn_Ene Res_Ene  Free Buffer
[} 14-28-15-16-24-33- 49 16 4.1071 99.950561 256
1 44-45-41 49 3 1.36299 99.950397 256
2 3-32-23-1-44-45-41 49 7 2.85457 99.950397 256
3 32-23-1-44-45-41 49 6 2.53633 99.950397 256
4 27-17-19-22-11-12-48-45-41 49 9 3.4534 99.950397 256
5 23-1-44-45-41 49 5 2.08451 99.950397 256
6 30-47-8-33-31-26-37-46 49 8 3.29846 99.950561 256
7 19-22-11-12-48-45-41 49 7 2.805 99.950397 256
8 33-31-26-37-4 49 5 2.12467 99.950561 256
9 25-39-38-5-23-1-44-45-41 49 9 3.65639 99.950397 256
16 1-44-45-4; 49 4 1.66143 99.950397 256
1 12-48-45-41 49 4 1.81258 99.950397 256
12 48-45-41 49 3 1.41884 99.950397 256
13 a1 49 1 6.789067 99.950397 256
14 28-15-16-24-33-31-26-37-46 49 9 3.7293 99.950561 256
15 16-24-33-31-26-37-46 49 7 2.93607 99.950561 256
16 24-33-31-26-37-46 49 6 2.67258 99.950561 256
17 19-22-11-12-48-45-41 49 7 2.89856 99.950397 256
18 15-16-24-33-31-26-37-46 49 8 3.38687 99.950561 256
19 22-11-12-48-45-41 49 6 2.5168 99.950397 256
26 35-11-12-48-45-41 49 6 2.57012 99.950397 256
2 18-15-16-24-33-31-26-37-46 49 9 3.77412 99.950561 256
22 11-12-48-45-41 49 5 2.6939 99.950397 256
23 1-44-45-41 49 4 1.71157 99.950397 256
2 33-31-26-37-46 49 5 2.18576 99.950561 256
25 39-38-5-23-1-44-45-41 49 8 3.20253 99.950397 256
26 37-46 49 2 1.14301 99.950561 256
27 17-19-22-11-12-48-45-41 49 8 3.19812 99.950397 256
28 15-16-24-33-31-26-37-46 49 8 3.34454 99.950561 256
29 36-44-45-41 49 4 1.76249 99.950397 256
36 47-8-33-31-26-37-46 49 7 2.98401 99.950561 256

Figure 2.1 Routing Table

2.3 IDENTIFICATION OF COMPROMISED NODE

Here the compromised node be a dropper or modifieh siwdes are
identified by data delivery ratio and energy. Here delay & @aculated to identify
the compromised node.

Delay

With the help of routing table, path taken by source nodeeistifted.
Source has the knowledge of whole path to reach the déstinAnd delay of each
packet is calculated. When delay is increased, there isreetiar modification.
The delay is calculated for each packet form one sowde to destination. Here
delay is calculated for entire path.



Source will send the packets in a path, if the particular isatlelayed,
then it will conclude that there is a compromised node. Sdlitheck the routing
table and take alternate route to reach the same destinatiam i will check
delay to second path. The algorithm is implemented to calcdkity of each
packet. The timer value is set to 5ms. At each node thg decalculated for every

5ms.and energy is also calculated as same for delay.

Algorithm
Initialize Ns =0, N- = 0, $=0, =0
Wait until a packet is received
Record PACKET receipt time E
S=t, BE=t Ns=1,N=1
Start ‘DROPPER or MODIFIER TIMER ¢
While ‘DROPPER or MODIFIER TIMER ‘has not expired
Wait until next PACKET s received or ‘DROPPER or MODIFIERVER
‘is expired
If a PACKET i is received
Record PACKET receipt time t
Reset ‘'DROPPER or MODIFIER TIMER ¢
End if
End while

Energy

Energy consumption in a sensor node that is due to eitfedul sources
or wasteful sources. Useful energy consumption is duetsrritting or receiving
data, processing query request, and forwarding queriefata to neighbouring
nodes. To identify the energy loss in each node, the asidergy is calculated.

CHAPTER 3

RESULTS AND ANALSIS

3.1 SOFTWARE DESCRIPTION

NS2 is one of the most popular open source network simsiafbe
original NS is a discrete event simulator targeted at networeisgarch. First and
foremost, NS2 is an object-oriented, discrete event drmedwork simulator which
was originally developed at University of California-Berkely. Fitegramming it
uses is C++ and OTcl (Tcl script language with Object-orierggténsions
developed at MIT). The usage of these two programminguege has its reason.
The biggest reason is due to the internal characteristicesé tivo languages. C++
is efficient to implement a design but it is not very easyeteibual and graphically
shown. It's not easy to modify and assemble differentpzorents and to change
different parameters without a very visual and easy-to-deseriptive language.
The event scheduler and the basic network component slijettte data path are
written and compiled using C++ to reduce packet and evecegsing time. OTcl
happens to have the feature that C++ lacks. So the combinzftitinese two
languages proves to be very effective.

3.2 HARDWARE REQUIREMENTS

Processor :'%generation Intel core i5 — 3210 M
Clock speed :2.5GHz

PainTet - ThWIlE 8 Iniscod S
Figure 2.2 Residual Energy

Here routing is used to find the path between each sondcdestination
pair. While finding a path, residual energy is also calculatece@ich node in the
path Figure 2.2 shows residual energy for each node.€hergy is calculated at
each node in the path for every 5ms. When the enerigatitin is more, there will
be a chance for modification. When the energy utilization ieerirothe node, it is
declared as modifier.

Hard Disk : 500 GB
RAM 4GB

Cache Memory :3 MB
Monitor : Color Monitor
Keyboard : 104Keys
Mouse : 3Buttons

3.3 SOFTWARE REQUIREMENTS

Operating System : Ubuntu
Language : Network Simulator 2.34

3.4 IMPLEMENTATION

The proposed work is implemented using Network Simulat®2.N-or
the evaluation purpose, 30 or 50 sensor nodes are @eptapdomly. The routing
operation is performed to identify the path for each soamcetheir destination. The
routing table is created and updated periodically. A pathdseshfrom the routing
table. While identifying the path, residual energy is also catdlfor each node.
The routing table consist of source node, destination notefriediate nodes, hop
count, residual energy and buffer size of each node.palkets are routed through
two different paths.

Initially, packets are forwarded through a path and detay energy
calculations are made. The energy and delays calculatiensade for each 5ms.
Here values obtained for energy and delay are foun@toih a particular node. So
it will be declared as compromised node. Later an alternateipgaken with help
of routing for same source and destination. Again theggremd delay calculations
are made for this particular path. The values obtained fergg and delay



calculations are found to be normal. So there is no conmipeanmode found in this
alternate path. The code is written in awk file and tcl file.

3.5 ANALYSIS
3.5.1 Energy Consumption

In sensor networks, consumed energy is the primaryomeance
measure. Here energy consumption is considered aspamtant factor to identify
the compromised nodes in the network. Below graph (Figut compares the
energy consumption for path with compromised node dtednate path with no
compromised nodes.
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Figure3.1 Energy Consumption

3.5.3 Delay

Delay of each packet is calculated. When delay is incredise is a
chance for modification. The delay is calculated for eaatk@t form one node to
another. The graph below (Figure 3.3) compares the dédaypath with
compromised node and alternate path with no compromisezsnod

Delayr
2. Fath Iy
/’—————‘ Path IIr
2 ———
L
1

0,0000

Tine(sas)
0, 0000 20,0000 40, 0000 B0, 0000 80,0000 100, 0000

Figure3.3 Delay

3.5.2 Packets Received

The packets dropped are identified by calculating total nuwfjgackets
received by sink. The graph below (Figure 3.2) shovekgta received with respect
to time. When the received packet is less compared tomitied packets, then it
may be dropped.
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Figure 3.4 First Path

The packets are transmitted through the first path. Theesama sink
nodes are labeled. Intermediated nodes are denotedkbpldek color from other
nodes in the network.
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ate Path

Here the nodes which drop and modify the packets argifidd in the

first path. The compromised nodes in the first path are ldpafel then source

transmits the packets through the alternate

path.

APPENDIX
SOURCE CODE
Packet.tcl
# Environmental Settings
set val(chan) Channel/WirelessChannel ;# channel type
set val(prop) Propagation/TwoRayGround ;# radio-propayatiodel
set val(ant) Antenna/OmniAntenna ;# Antenna type
set val(ll) LL i# Link layer type
set val(ifq) Queue/DropTail/PriQueue # flaiee queue type
set val(ifglen) 256 m#x packet in ifq
set val(netif) Phy/WirelessPhy # network int=fg/pe
set val(mac) Mac/802_11 # MAC type
set val(rp) DSDV ;# Routing Protocol
set val(nn) 50 ;# number of mobilenodes
set val(x) 1500
set val(y) 1500

set opt(energymodel) EnergyModel
set opt(radiomodel) RadioModel
set opt(initialenergy) 100

set val(sc) setdest-100.tr
setr 250

set s_thres 250

set glen 256

set beta 2

# Default parameters
Agent/TCP/RFC793edu set rto_ 250
Agent/TCP set packetSize_ 1024

Phy/WirelessPhy set Pt_ 0.015
Phy/WirelessPhy set RXThresh_ 2.025e-12

’

i# Energgeh
# Radioleh
i# Initia€rgy Joules

; #290ansmission range
# Packet size (data +
overhead)
# Transmission Power
; #500mgd&tkceving
Threshold

Phy/WirelessPhy set CSThresh_ [expr 0.9*[Phy/WirelessBhRXThresh_]]

Phy/WirelessPhy set CPThresh_ 10.0
Phy/WirelessPhy set bandwidth_ 2e6
Phy/WirelessPhy set freq_ 914e+6

# Simulator Object Creation
set ns_ [new Simulator]
# Trace File to record all the Events

; # Carrier Sence Threshold
; # Carrier Power
; # Bandwidth
; # Frequency

3.7 CONCLUSION AND FUTURE ENHANCEMENT

A simple effective method is proposed to identify the packeppers
and modifiers in the network. The routing is performed tatifiethe path between
each source node and their destination, and residualyeisecglculated for each
node in the network. The routing table is created and upqeeddically. The
packet will be transmitted through a path chosen from routibte. Delay and
energy calculations are made for each path to identify thgpmised nodes.
Analysis and simulations are conducted.

In future, this is anticipated to extend better scalability anddugpto
identify the modifier by next honest node and alternate palihbe chose by
intermediate nodes.

set f [open Link-mdp.tr w]
$ns_ trace-all $f
$ns_ use-newtrace
# NAM Window creation
set namtrace [open dcgs.nam w]
$ns_ namtrace-all-wireless $namtrace $val(x) $val(y)
# Topology Creation
set topo [new Topography]
$topo load_flatgrid 1500 1500
# General Operational Director
create-god $val(nn)
# Node Configuration
$ns_ node-config -adhocRouting $val(rp) \
-lIType $val(ll) \
-macType $val(mac) \
-ifqType $val(ifg) \
-ifgLen $val(ifglen) \
-antType $val(ant) \
-propType $val(prop) \
-phyType $val(netif) \
-channelType $val(chan) \
-topolnstance $topo \
-agentTrace ON \
-routerTrace ON \
-macTrace ON\
-movementTrace ON \
-idlePower 0.012 \
-rxPower 1.5\
-txPower 2.0\
-sleepPower 0.00015 \
-initialEnergy $opt(initialenergy) \
-energyModel $opt(energymodel)
# Node Creation
set god_ [create-god $val(nn)]
for {set i 0} {$i < $val(nn) } {incr i} {
set node_($i) [$ns_ node]
$node_($i) random-motion 0
$god_ new_node $node_($i)

}
for {set i 0} {$i < $val(nn)} {incr i} {
$ns_ initial_node_pos $node_($i) 50
$node_($i) set X_ 750.0
$node_($i) set Y_0.0
$node_($i) set Z_ 0.0
$node_($i) color black



}

source $val(sc)

# subclass Agent/MessagePassing to make it do flooding
Class Agent/MessagePassing/Flooding -superclass Agent/MPssagey
Agent/MessagePassing/Flooding instproc recv {source spertaia} {
$self instvar messages_seen node_
global ns BROADCAST_ADDR
# extract message ID from message
set message_id [lindex [split $data ":"] 0]
#puts "\nNode [$node_ node-addr] got message digesii\n"”
if {[lsearch $messages_seen $message_id] == -1} {
lappend messages_seen $message_id
$self sendto $size $data SBROADCAST_ADDR $sport
}else {

B

Agent/MessagePassing/Flooding instproc send_message {sigsageeid data

port} {
$self instvar messages_seen node_
global ns MESSAGE_PORT BROADCAST_ADDR
lappend messages_seen $message_id
$self sendto $size "$message_id:$data” $SBROADCAST_ADmR $

set t [$ns_ now]
for {set i 0} {$i<50} {incr i} {
set sink$i [new Agent/LossMonitor]

}

$ns_ attach-agent $node_(0) $sink0
$ns_ attach-agent $node_(1) $sinkl
$ns_ attach-agent $node_(2) $sink2
$ns_ attach-agent $node_(3) $sink3
$ns_ attach-agent $node_(4) $sink4
$ns_ attach-agent $node_(5) $sink5
$ns_ attach-agent $node_(6) $sink6
$ns_ attach-agent $node_(7) $sink7
$ns_ attach-agent $node_(8) $sink8
$ns_ attach-agent $node_(9) $sink9
$ns_ attach-agent $node_(10) $sink10
$ns_ attach-agent $node_(11) $sink1l
$ns_ attach-agent $node_(12) $sink12
$ns_ attach-agent $node_(13) $sink13
$ns_ attach-agent $node_(14) $sink14
$ns_ attach-agent $node_(15) $sink15

#Attach CBR source to sink;
$ns_ connect $udp $sink
return $cbr

}
proc attach-CBR-traffic { node sink } {
#Get an instance of the simulator
set ns_ [Simulator instance]
set udp [new Agent/UDP]
$ns_ attach-agent $node $udp
#Create a CBR agent and attach it to the node
set cbr [new Application/Traffic/CBR]
$cbr attach-agent $udp
$cbr set packetSize_ 256 ;#sub packet size
$cbr set interval_ 0.048
$cbr set random_ 1
$cbr set maxpkts_ 5000
#Attach CBR source to sink;
$ns_ connect $udp $sink
return $cbr

# For
discovery et

set init [attach-CBR-traffic $node_(0) $sink21]
set initl [attach-CBR-traffic $node_(0) $sink21]
set init2 [attach-CBR-traffic $node_(0) $sink44]
$ns_ at 3.0 "$init start"

$ns_ at 3.01 "$init stop”

$ns_ at 37.8 "$initl start"

$ns_ at 37.801 "$initl stop"

$ns_ at 35.8 "$init2 start"

$ns_ at 35.801 "$init2 stop"”

set dis [open E-Distance.txt w]
puts$dis

route

ms.
\t

puts $dis "\tsource-Node\tDest-Node\tSX-contSY-Cor\tE-Distante(d)
puts$dis

"t
close $dis

set nbr [open Neighbour w]
puts$nbr

"s.
\t

$ns_ attach-agent $node_(16) $sink16
$ns_ attach-agent $node_(17) $sink17
$ns_ attach-agent $node_(18) $sink18
$ns_ attach-agent $node_(19) $sink19
$ns_ attach-agent $node_(20) $sink20
$ns_ attach-agent $node_(21) $sink21
$ns_ attach-agent $node_(22) $sink22
$ns_ attach-agent $node_(23) $sink23
$ns_ attach-agent $node_(24) $sink24
$ns_ attach-agent $node_(25) $sink25
$ns_ attach-agent $node_(26) $sink26
$ns_ attach-agent $node_(27) $sink27
$ns_ attach-agent $node_(28) $sink28
$ns_ attach-agent $node_(29) $sink29
$ns_ attach-agent $node_(30) $sink30
$ns_ attach-agent $node_(31) $sink31
$ns_ attach-agent $node_(32) $sink32
$ns_ attach-agent $node_(33) $sink33
$ns_ attach-agent $node_(34) $sink34
$ns_ attach-agent $node_(35) $sink35
$ns_ attach-agent $node_(36) $sink36
$ns_ attach-agent $node_(37) $sink37
$ns_ attach-agent $node_(38) $sink38
$ns_ attach-agent $node_(39) $sink39
$ns_ attach-agent $node_(40) $sink40
$ns_ attach-agent $node_(41) $sink41
$ns_ attach-agent $node_(42) $sink42
$ns_ attach-agent $node_(43) $sink43
$ns_ attach-agent $node_(44) $sink44
$ns_ attach-agent $node_(45) $sink45
$ns_ attach-agent $node_(46) $sink46
$ns_ attach-agent $node_(47) $sink47
$ns_ attach-agent $node_(48) $sink48
$ns_ attach-agent $node_(49) $sink49
proc attach-CBtraffic { node sink } {

#Get an instance of the simulator

set ns_ [Simulator instance]

#Create a CBR agent and attach it to the node

set udp [new Agent/UDP]

$ns_ attach-agent $node $udp

set cbr [new Application/Traffic/CBR]

$cbr attach-agent $udp

$cbr set packetSize_ 256 ;#sub packet size

$cbr set interval_ 0.048

puts $nbr "\tsource-Node\tNeighbour-Node\tH-Distance(d)"

puts$nbr

"y

close $nbr

Hmm For Calculation of Euclidean distance~~~~~~~~~~~~~~~
proc distance { n1 n2 nd1 nd2 fl} {

global r

set dis [open E-Distance.txt a]

set nbr [open Neighbour a]

set x1 [expr int([$n1 set X_])]

set y1 [expr int([$nl set Y_])]

set x2 [expr int([$n2 set X_])]

set y2 [expr int([$n2 set Y_])]

set d [expr int(sqrt(pow(($x2-$x1),2)+pow(($y2-$y1))R))
if {$nd2>=$nd1} {

if {$fl == 49} {

puts $dis "t$nd1\t\t$nd2\t\t$x1\t$y1\t$d"
B

if {$d<250} {

if {$nd2!=$nd1} {

puts $nbr "\t$nd1\t\t$nd2\t\t$d"

B

close $dis

close $nbr

}

e For Calculating Energy
proc energy {stnode etnode stime etime} {
set etp [open etmp w]

puts $etp "$stnode $etnode $stime $etime”
close $etp

exec awk -f energy.awk etmp Link-mdp.tr

H o~ For Routing

proc routing { tme stnode etnode snk glen s_thres Ic bematme} {

set rtmp [open rtmp w]

puts $rtmp "$tme $stnode $etnode $snk $qglen $s_threb&la $stme $etme”

close $rtmp

exec awk -f routing.awk rtmp Res_ene($tme).txt E-Distaxice.

set rt [open route.txt r]
set rout [read $rt]
puts "$rout”

close $rt



# For

for {set i 0} {$i<=49} {incr i} {
for {set j 0} {$j<=49} {incr j} {

$ns_ at 3.5 "distance $node_($i) $node_($j) $i $j 49"

B
$ns_ at 4.51 "energy 049 0 4.5"
$ns_ at 36.0 "energy 0 49 5 35.0"

$ns_ at 4.6 "routing 4.5 0 48 49 $qglen $s_thres $ic $ota5.0"
$ns_ at 36.6 "routing 35.0 0 48 49 $qlen $s_thres $la$tE0 70.0"

set src Trans.tcl
$ns_ at 4.7 "source $src”
$ns_ at 36.7 "source $src”

proc fenergy { timee }{

global ns_ t i sink0

set i [expr $i+5]

set time 5

set now [$ns_ now]

for {set i O} {$i <=49} {incr i} {

set tmp [open templ.tr w]

puts $tmp "[expr $timee-5] $timee $i"

close $tmp

exec awk -f renergy.awk temp1.tr Link-mdp.tr

set tme [expr $now+$time]
$ns_ at $tme "energy $tme"
}

setiO

sett4

# For energy of each node
proc nenergy {t}{

global ns_

setcnt 0

set tot 0

set tm [$ns_ now]

setint5

set rt [open route.txt r]
while {!([eof $rt])} {

set hp [gets $rt]

set tmp [open templ.tr w]
puts $tmp "$t $hp"

close $tmp

set cnt [expr $cnt+1]

exec awk -f nenergy.awk temp1.tr Link-mdp.tr

} elseif {$tm>=30 && $tm<=60 && $id==2} {
puts $sdely "$value"

}

close $pdely

close $sdely

set tm [expr $tm+5]

if {$tm<=30 && $id==1}{

delay $tm [expr $tm+5] $send $rec $id
} elseif {$tm>=40 && $tm<70 && $id==2} {
delay $tm [expr $tm+5] $send $rec $id
}else {

return

B

set ptp [open P-PriThroughput.xg w]

set stp [open P-SecThroughput.xg w]
set pdp [open P-PriDrop.xg w]

set sdp [open P-SecDrop.xg w]

set ppdr [open P-PriPDR.xg w]

set spdr [open P-SecPDR.xg w]

puts $spdr "35 0"

set pdly [open P-PriDelay.xg w]

set sdly [open P-SecDelay.xg w]

set pe_ene [open P-PriResEnergy.xg w]
set se_ene [open P-SecResEnergy.xg w]
close $pe_ene

close $se_ene

close $pdly

close $sdly

proc record { } {

global ns_ sink0 sink14 sink28 sink15 sink16 sink24 sinkBB34 sink26 sink37

sink46 sink49 ptp pdp ppdr
set t [$ns_ now]

set itval 5.0

set r0 [$sinkO set npkts_]
set r14 [$sink14 set npkts_]
set r28 [$sink28 set npkts_]
set r15 [$sink15 set npkts_]
set rl6 [$sink16 set npkts_]
set r24 [$sink24 set npkts_]
set r33 [$sink33 set npkts_]
set r31 [$sink31 set npkts_]
set 126 [$sink26 set npkts_]
set r37 [$sink37 set npkts_]
set r46 [$sink46 set npkts_]
set r49 [$sink49 set npkts_]

set tmp2 [open temp2.tr r]

set e [gets $tmp2]

set tene($cnt) $e

close $tmp2

set en [open ene($hp).tr a]

puts $en "$t\tse"

close $en

puts "Node - $hp\tTime - $t\tEnergy - $e"

}
for {set k 1} {$k<=$cnt} {incr k} {
set tot [expr $tene($k)+$tot]

}

set avg [expr $tot/$cnt]

set pe_ene [open P-PriResEnergy.xg a]
set se_ene [open P-SecResEnergy.xg a]
if {$tm <=35} {

puts $pe_ene "$t $avg"

} elseif {$tm >=40 && $tm<=70} {
puts $se_ene "$t $avg"

}

close $pe_ene

close $se_ene

set tim [expr int($tm+$int)]

if {$tim <=70} {

$ns_ at $tim "nenergy $tim"

1}

# For Delay Calculation

set pdely [open pridelay w]

set sdely [open secdelay w]

close $pdely

close $sdely

#set tm 35

proc delay { start end send rec id} {
global ns_ dely rno

set tm $start

set t [open tdly.tr w]

puts $t "$start $end $send $rec”
close $t

exec awk -f delay.awk tdly.tr Link-mdp.tr
set pdely [open pridelay a]

set sdely [open secdelay a]

set dly [open tmp$send r]

set value [gets $dly]

if {$tm<=30 && $id==1} {

puts $pdely "$value”

set rec

($rO+$r14+$r28+$r15+$r16+$r24+$r33+$r31+$r26+$r3A6$-$r49)/12]

set b0 [$sinkO set bytes_]

set b14 [$sink14 set bytes_]
set b28 [$sink28 set bytes_]
set b15 [$sink15 set bytes_]
set b16 [$sink16 set bytes_]
set b24 [$sink24 set bytes_]
set b33 [$sink33 set bytes_]
set b31 [$sink31 set bytes_]
set b26 [$sink26 set bytes_]
set b37 [$sink37 set bytes_]
set b46 [$sink46 set bytes_]
set b49 [$sink49 set bytes_]

setbyt[expr($b0+$b14+$b28+$b15+$b16+$b24+$b33+$HB26+$b37+$b46+$b

4)/12]

set pdr O

if {$rec!=0} {

set pdr [expr ($rec+0.0)/($rec+$los)]

set tput [expr ($byt*8.0)/($itval*1000000)]
puts $ptp "$t\t$tput”

puts $pdp "$t\t$los"

puts $ppdr "$t\t$pdr"

set inter [expr $t+5.0]

if {$inter <=35} {

$ns_ at $inter "record"

}

$sinkO set bytes_ 0
$sink14 set bytes_ 0
$sink28 set bytes_ 0
$sink15 set bytes_ 0
$sink16 set bytes_ 0
$sink24 set bytes_ 0
$sink33 set bytes_ 0
$sink31 set bytes_ 0
$sink26 set bytes_ 0
$sink37 set bytes_ 0
$sink46 set bytes_ 0
$sink49 set bytes_ 0

proc recordl { }{

global ns_ sink0 sink21 sink17 sink20 sink35 sink29 sinkBk4d sink13 sink41

sink49 stp sdp spdr
set t [$ns_ now]



set itval 5.0

set r0 [$sinkO set npkts_]
set r21 [$sink21 set npkts_]
set rl7 [$sink17 set npkts_]
set r20 [$sink20 set npkts_]
set 35 [$sink35 set npkts_]
set r29 [$sink29 set npkts_]
set r36 [$sink36 set npkts_]
set r44 [$sink44 set npkts_]
set r13 [$sink13 set npkts_]
set r41 [$sink41 set npkts_]
set r49 [$sink49 set npkts_]

set rec [expr ($rO+$r21+$r17+$r20+$r35+$r29+$r36 4$BF13+$r41+$r49)/11]

set 10 [$sink0 set nlost_]

set 121 [$sink21 set nlost_]
set 117 [$sink17 set nlost_]
set 120 [$sink20 set nlost_]
set I35 [$sink35 set nlost_]
set 129 [$sink29 set nlost_]
set 136 [$sink36 set nlost_]
set 144 [$sink44 set nlost_]
set 113 [$sink13 set nlost_]
set 141 [$sink41 set nlost_]
set 149 [$sink49 set nlost_]

set los [expr ($10+$121+$117+$120+$I35+$129+$I136+$144+$I13-4818149)/11]

set b0 [$sinkO set bytes_]
set b21 [$sink21 set bytes_]
set b17 [$sink17 set bytes_]
set b20 [$sink20 set bytes_]
set b35 [$sink35 set bytes_]
set b29 [$sink29 set bytes_]
set b36 [$sink36 set bytes_]
set b44 [$sink44 set bytes_]
set b13 [$sink13 set bytes_]
set b4l [$sink41 set bytes_]
set b49 [$sink49 set bytes_]
set

set pdr O

if {$rec!=0} {

set pdr [expr ($rec+0.0)/($rec+$los)]
}

set tput [expr ($byt*8.0)/(2*$itval*1000000)]
puts $stp "$t\tStput”
puts $sdp "$t\t$los"

d[i,2]=$2

i++

B

END {
if(fle=="pridelay") {
for(k=10;k<=35;k=k+5) {
for(i=1j<i;j++) {
if(k==d[j,1]) {
tIK]=t[K]+d[},2]

print k" "t[k] > "P-PriDelay.xg"

B

if(fle=="secdelay") {
for(k=45;k<=70;k=k+5) {
for(j=1;j<i;j++) {
if(k==d[j,1]) {
tIK]=t[K]+d[},2]

B

print k" "t[k] > "P-SecDelay.xg"}}}
Delay.awk

BEGIN {
i=1
}

{
if(FILENAME=="pridelay" || FILENAME=="secdelay") {
fle=FILENAME
dfi,1]=$1

d[i,2]=$2

i++

B

END {

if(fle=="pridelay") {
for(k=10;k<=35;k=k+5) {
for(=1;j<i;j++) {
if(k==d[j,1]) {
tIK]=t[K]+d[},2]

B
print k" "t[k] > "P-PriDelay.xg"

B

if(fle=="secdelay") {
for(k=45;k<=70;k=k+5) {
for(j=1;j<i;j++) {
if(k==d[j,1]) {
tIK]=t[K]+d[},2]

byt
($b0+$b21+$b17+$b20+$b35+$b29+$b36+$b44+$b13+$H4A9)$1 1]

[expr

puts $spdr "$t\tSpdr"
set inter [expr $t+5.0]
if {$inter >=40 && $inter <= 70} {
$ns_ at $inter "record1"
}
$ns_ at 5.0 "record”
$ns_ at 40.0 "recordl”
$ns_ at 5.0 "nenergy 5"
# Finish Procedure to exec NAM Window
proc finish {} {
global ns_ namtrace ptp pdp ppdr stp sdp spdr
$ns_ flush-trace
close $namtrace
close $ptp
close $pdp
close $ppdr
close $stp
close $sdp
close $spdr
exec awk -f adelay.awk pridelay
exec awk -f adelay.awk secdelay
exec nam -r 5m dcgs.nam &

exec xgraph P-PriDrop.xg -geometry 800x400 -t " Btgiop"

"Time" -y "Avg Drop" &

-X

exec xgraph P-PriResEnergy.xg -t "EnergyConstiopud’ -x "Time" -y

"Energy(mj)" -ly 50,100 &
exec xgraph -m -P -bg white gl.tr -geometryx@80 &
exec xgraph -m -P -bg white g2.tr -geometryx@80 &
exec xgraph -m -P -bg white g3.tr -geometryx@80 &
exec xgraph -m -P -bg white g4.tr -geometryx@80 &
exit 0

}
$ns_ at 101.0 “finish"
puts "Start of simulation..”
$ns_run

Adelay.awk

BEGIN {
i=1
}

{

if(FILENAME=="pridelay" || FILENAME=="secdelay") {
fle=FILENAME

d[i, 1]=$1

B

print k" "t[k] > "P-SecDelay.xg"
m

Energy.awk

BEGIN {
stnode=0
etnode=0
stime=0
etime=0
n=-1

t=0
nd=-1
ene=0

}

{

if(FILENAME == "etmp") {
stnode=$1

etnode=$2

stime=$3

etime=$4

}

if(FILENAME != "etmp") {
n=$1

t=$3

nd=$5

ene=$7

if($1 == "N") {
for(i=stnode;i<=etnode;i++) {
if(t>=stime && t <= etime) {
if(nd==i) {

nodel[i,1]=i

nodel[i,2]=ene

mhn

END {

print " > "Res_ene("etime”).txt"

print "\tTime\tNode-id\tResidual-Energy" > "Res_ene("etime").txt"
> "Res_ene("etime”).txt"

print "
for(i=stnode;i<=etnode;i++) {

print "\t"etime"\t"node[i,1]"\t"node[i,2] > "Res_ene("etime").txt"
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