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ABSTRACT

The Multiplier and Accumulator (MAC) unit is used a basic element in most of
the digital signal processing application in orteiperform repeated multiplication and
addition. The conventional MAC architectures usesrenshift and add operation at

multiplier unit which increases delay in the aritttin operations.

The main objective is to design a new multiplied @ecumulator architecture to
perform high speed arithmetic operation. The thnggle MAC (MAC-3C) architecture
increase the performance by reducing the critia#h plelay by inserting an extra pipeline
register either inside the partial product (PP} onbetween PP unit and final adder. The
two cycle MAC (MAC-2C) architecture performs therryapropagation only in the
second stage leads to the similar delay in mutgpion and accumulation. The proposed
MAC architecture (MAC-NEW) has two stages with thipeline register inserted after
the partial product unit. This unit uses carry-sadeler which leads to the reduction of
power. Due to the carry propagation in the secamages multiplier's final adder is
eliminated, leading to higher speed and lower gnéfge Double Throughput MAC unit
(DTMAC) switches between N-bit operations and 2xhi2operations which reduces
power and critical path delay on the removal oéffiadder.

Through the*COMPARATIVE ANALYSIS OF DIFFERENT MULTIPLY
ACCUMULATE ARCHITECTURE" is planned to obtain an efficient performance
parameter such as gate count, delay and powehdodifferent MAC architectures. The
MAC architecture is designed using MODEL SIM anchliated using Xilinx ISE 9.2i
and the parameters is compared to obtain an effieiehitecture.
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CHAPTER 1

INTRODUCTION

With the recent rapid advances in multimedia androonication system,real-time
signal processings like audio signal processindeafimage processing or large-capacity
data processing are intrestingly being demanded.ifiudtiplier and multiplier and
accumulator(MAC) are the essentials elements ofdibéal signal processing such as
filtering,convolution and inner products.Most dajitsignal processing methods use
nonlinear functions such as discrete cosine tramgfdCT) or discrete wavelet transform
Because they are basically accomplished by repetépplication of mulitiplication and
addition,the speed of the multiplication and additarithmetic’s determines the execution
speed and performance of the entire calculationh&smultiplier requires longest delay
among the basic operational blocks in digital systiee critical path is determined by the

multiplier.

The multiplier consists of three parts: partial darot generation, partial product
summation and accumulation. The multiplier is muubre complex than the accumulate
adder, many design techniques have focused on iredunultiplier delay. In the
architecture, the critical path is reduced by ifisgran extra pipeline register, either inside
the partial product unit or between the partialduat unit and final adder. It has a better
performance because of the reduction in criticah gielay. The most effective way to
increase the speed of a multiplier is to reducentimaber of partial products using high
speed compressors or speed optimized structuresibecenultiplication precedes a series
of additions for the partial products. The guart$ aire important for avoiding overflow

when computing long sequences of multiply accuneutgteration.

power, gate count, and delay are synthesized u¥lbgNX and compared with the

conventional MAC architecture.

1.2INTRODUCTION TO VHDL

VHDL is an acronym which stands for VHSIC Hardwai@escription
Language.VHSIC means Very High Speed Integrate¢u@d It is being used for
documentation, verificatoin and synthesis of ladjgital designs.VHDL is a standard
developed by IEEE.The different approaches in VHaxe structural, data flow and
behavioral methods of hardware description.

1.2.1 STRUCTURAL DESCRIPTIONS

Building Blocks
Every portion of a VHDL design is considered a klo& VHDL design may be

completely described in a single block, or it ma&decomposed in several blocks. Each
block in VHDL is analogous to an off-the-shelf paand is called an entity.
The entity describes the interface to that blocl anseparate part associated with the
entity describes how that block operates. The faterdescription is like a pin description
in a data book, specifying the inputs and outpotshe block.The description of the
operation of the part is like a schematic for theek.
The following is an example of an entity declaratio VHDL
Entity latch is

Port (sir: in bit;

q,ng: out bit);

end latch;

The first line indicates a definition of a new éntialled latch. The last line is the
end of the definition. The lines in between, arkedathe port clause, which describe the
interface to the design. The port clause containdisia of interface declarations.
Each interface declaration defines one or moreatigthat are inputs or outputs to the
design. Each interface declaration contains afisemes, mode and type.

In order to improve the speed of the MAC unit, thare two major bottlenecks.
The first is the partial product reduction netwdinkat is used in the multiplication block
and the second is the accumulator. Both of thesgestrequire addition of large operands
that involve long paths for carry propagation. Ae multiplier is more complex than the
accumulator, design techniques are proposed owiregithe delay in the multiplier either
inside the Partial Product (PP) unit or in the lfiadder.Inside the PP unit, the partial-
product circuitry might be implemented using thedified-Booth algorithm or one of its
successors. The partial-product reduction treehefRP unit can be implemented using
high-speed compressors or speed-optimized strisctiathewet al. propose a sparse-
tree carry look-ahead adder for fast addition eff#® unit outputs and L&t al. introduce
a hybrid adder o reduce delay compared to a deés@rassumes equal arrival time on all
adder inputs.

Here a MAC-NEW architecture is proposed in whioh first stage is significantly
faster compared to the second stage, leading tettarkdelay balance between the two
stages. The key feature to this architecture isntidementation of product sign extension
in the second stage, together with the accumutiderasuch as carry save adder and the
saturation unit. Guard bits are used for avoiding overflow on computation of long
sequences of multiply-accumulate operation. ThisGMEW unit is efficient in terms of
delay, power and gate count.

1.1 OBJECTIVE OF THE WORK

The performance of the multiply and accumulate isimproved by either using
high speed multipliers or improved fast adder dectures. To obtain a high speed
operation, the multiplication unit is combined wiélccumulation and carry save adder
(CSA).The partial product is generated using Balgioley algorithm. The result is sign
extended to have the same size as the accumuidge. dthe MAC unit is designed using
VHDL code and simulated using MODELSIM. The perfarme parameters such as

The following is an example of an architecture deation for the latch entity.

architecture dataflow of latch is
signal qO : bit :='0";
signal nqO : bit :="1";
begin
q0<=r nor nqO;
nq0<=s nor q0;
ng<=nqo;
q<=q0;
end dataflow;
The first line of the declaration indicates theiniéibn of a new architecture
called dataflow and it belongs to the entity nar@ch. So this architecture describes the

operation of the latch entity. The schematic fer 8R latch

(Reset) R

tget)

SR Latch

Figure 1.1 Schematic SR Latch
1.2.2 DATA FLOW DESCRIPTIONS

In the data flow approach, circuits are describgthicating how the inputs and
outputs of built-in primitive components are corteelctogether.The following SR latch
using VHDL is described as in the following scheimat

entity latch is

port (s,r : in bit;
q,nq : out bit);



end latch;
architecture dataflow of latch is
begin
g<=r nor ng;
ng<=s nor g;
end dataflow;

(Reset] R

(et 5 3 (nq)

SR Latch

Figure 1.2 Dataflow approach of Schematic SR Latch
The signal assignment operator in VHDL specifiegelationship between signals. The
architecture part describes the internal operatfathe design. The scheme used to model
a VHDL design is called discrete event time sinmiatatIn this the values of signals are
only updates when certain events occur and eventrs@t discrete instances of time.

The Delay Model

The two models of delay that are used in VHDL. Tingt is called the inertial
delay model The inertial delay model is specified by addingaéter clause to the signal
assignment statemerthe next is the transport delay model, just detagschange in the
output by the time specified.

1.2.3 BEHAVIORAL DESCRIPTIONS
The behavioral approach to modeling hardware compisnis different from the
other two methods in that it does not necessanilpriy way reflect how the design is

implemented.

Program Output

In most programming languages there is a mechafosnprinting text on the
monitor and getting input from the user through kbgboard. Even though the simulator
monitors the value of signals and variables in dlesign, it is able to output certain
information during simulation. It is not provided a language feature in VHDL, but
rather as a standard library that comes with eX##L language system. In VHDL,
common code can be put in a separate file to be lmgenany designs. This common code
is called a library. The write statement can alsaibed to append constant values and the

value of variables and signals of the types bit,\ctor, time, integer, and real.

1.3SOFTWARE USED
» Modelsim PE5.4E
» Xilinx ISE 9.2i

1.4 ORGANIZATION OF THE REPORT
» Chapter 2 discusses about the overview of MAC.
» Chapter 3discusses the existing architecture of MAC.
» Chapter 4 discusses the proposed architecture of MAC.
» Chapter 5discusses the application of proposed architectiéAC.
» Chapter 6 presents the simulation results and discussions.

v

Chapter 7 presents theonclusion and future scope.

The Process Statement

It is basically the black box approach to modeliltgaccurately models what
happens on the inputs and outputs of the black bokwhat is inside the box (how it
works) is irrelevant. The behavioral descriptionuially used in two ways in VHDL.
First, it can be used to model complex components.

Behavioral descriptions are supported with the @secstatement. The process
statement can appear in the body of an architectiedlaration just as the signal
assignment statement does. The process statenreatstacontain signal assignments in
order to specify the outputs of the process.

Using Variables

A variable is kinds of objects used to hold datd atso behaves like you would
expect in a software programming language, whighush different than the behavior of
a signal. Although variables represent data like signal, they do not have or cause

events and are modified differently. Variablesmdified with the variable assignment.

Sequential Statements

There are several statements that may only beingée body of a process. These
statements are called sequential statements betlaegeare executed sequentially. The

types of statements used here are if, if elsearidrioop.

Signals and Processes

This section is short, but contains important infation about the use of signals in
the process statement. The issue of concern ivdi @onfusion about the difference
between how a signal assignment and variable assighbehave in the process statement.
Remember a signal assignment, if anything, merehedules an event to occur on a
signal and does not have an immediate effect. Véhenocess is resumed, it executes from
top to bottom and no events are processed urgil #ife process is complete.

CHAPTER 2
OVERVIEW OF MAC

2.1 GENERAL ARCHITECTURE OF MAC

The general construction of the MAC operation iggiby the equation
Z=AxB+X
Where the multiplier A and multiplicand B are assahto have n bits each and the
addend X has (2n+1) bits. The basic MAC unit is enagh of a multiplier and an
accumulator as shown in Fig 2.1. The multiplier edsp be divided into partial product
generator, summation tree and final adder. It etescthe multiplication operation by
multiplying the input multiplier and multiplicandThis is added to the previous

multiplication result as the accumulation step.

accumulator

Figure 2.1: General MAC architecture

The summation network represents the core of th€€MAit and occupies most of
the area, power and delay. Several algorithms ectitectures are developed to optimize
the implementation of this block. The addition netkvreduces the number of partial
products into two operands representing a sum aadrg. The final adder is then used to
generate the multiplication result out of these teyperands. The last block is the
accumulator, which is required to perform a doybtecision addition operation between
the multiplication result and the accumulated opérat involves a very large adder due



to the large operand size. This stage represebtiti@neck in the multiplication process
in terms of speed since it involves horizontal gapropagation. The MAC unit is
classified into various types such as 2-Cycle MA@,8-Cycle MAC unit, MAC-NEW
unit and DTMAC unit.

2.2 BLOCK DIAGRAM OF PROJECT

Multiply Accumulate un
(MAC)

l |
[ MAC-3C ] [ MAC-2C ] L MAC-NEW }

DTMAC

Figure 2.2: Block Diagram of the project

The overall block diagram of the project is shown Fig2.2.The multiply
accumulate unit is broadly classified into thregety such as Three-cycle MAC
unit(MAC-3C),Two-cycle MAC unit(MAC-2C) and MAC-NEWunit. The three
architectures are implemented using BAUGH-WOOLEY¥oathm. The proposed MAC
unit has the better performance in comparison With conventional architectures. The
MAC-NEW is used to create a versatile MAC unit &led DOUBLE THROUGHPUT
MULTIPLIER AND ACCUMULATE UNIT (DTMAC).

2.4 BAUGH-WOOLEY ALGORITHM

An algorithm for direct 2's complement array muliation has been proposed by
BAUGH-WOOLEY and this algorithm is used in the dgsof multiplier and accumulator
structures. The primary advantage of this algoriisnthat the signs of all the partial
products are positive and thus allowing the arape entirely the same as conventional
standard array structures.

The following

» Algorithm for two’s-complement multiplication.
> Adjust partial products to maximize regularity ofsy multiplication.
» Moves partial products with negative signs to #mt ktep also add negation of

partial products rather than subtracts.

8y ™ % = i
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TRy % mxy MY BN
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Py By B, B P

€

By Py By By

Figure 2.4: Unsigned multiplication for Baugh-Woolg algorithm

The Baugh-Wooley algorithm for the unsigned binamyltiplication is based on
the concept shown in Fig2.4.The algorithm speciftest all possible AND terms are
created first and then sent through an array dfddders and full-adders with the carry-
outs chained to the next most significant bit ahdavel of addition.

For signed multiplication the Baugh-Wooley algomithcan implement signed
multiplication in almost the same way as the unsiymultiplication.

1

2.3 PROCESS FLOW IN MAC

: | 1 bits Multiplicand(X)

Step 1 . .
m bits Multiplier(Y)
N P, iasmssssssesssssssssssfiiiiiiiiaisissariissiissesiiain
: n bitsPartial Product(Pq) |
f barial Produc | 1 bitsPartial Product(P;) |
i Summation | 1 bits Partial Product(P2) |
Step 2 &

n bits Partial Product (Py)

+ Final
i Addition

‘ Sum(s) |

Carrv(C) |

Step 4 :Accumulation

(n+mbits Multiplication Result(X=Y)

(n+mbits Accumulation Result(Z) |

Figure 2.3: Basic Arithmetic steps of multiplication and accumulation

A multiplier can be divided into four operationaégs as shown in Fig 2.3. The
first step is the multiplication operation with timgput multiplier and the multiplicand. The
second step is the partial product summation wisiaksed to add all the partial products
and convert them into the form of sum and carrye Ttird step is the final addition in
which the final multiplication result is produceg hdding the sum and carry. The last
step is the accumulation which takes place withrthatiplication and the accumulated
result.

10

The Baugh-Wooley algorithmic is used to multiply 2omplement numbers using
a regular iterative adder structure. For examleto n-bit numbers and y their product
can be defined as:
P=2"2Xp1 Y+ T T, 29X Y
+2"( 27 2YnaXis T2 X1 Y))

42N+ 2201

Where x and y are in 2's complement format. Thigoathm performs the
multiplication using only addition of positive hiroducts. This simplifies the hardware
needed to implement the algorithm.

Vi Yo Vs Ve Y2 Y2 V1 Vo
Xp Xg X5 Xg¢ Xa Xo X4 X
1 P Pso Pso Pao Pso Pao Pro Pao

Prv Par st Pas Pas Par Pro Por

Pr2 Pe2 Ps2 Ps2 P22 P22 P12 P2
Prs Pes Psz Pz P Pz Pia Pos
Prs Pes Pss Pas Pas P2 Pig Pos
Drs Pes Pss Pas Pas Pas Prs Pos
Pre Pea Pso Paz P2 Paa Pra Pos
77 Per Pez Par Py Pr Pir Por

Sig 14 812 S12 S Sip S Se S Se S5 8¢ Sy S 81

Figure 2.5: lllustration of an 8-bit Baugh-Wooley nultiplication

The Baugh-Wooley (BW) algorithm is a relativelyasghtforward way of doing

signed multiplications Fig. 2.5 illustrates theaithm for an 8-bit case, where the partial-

12




product bits have been reorganized according tarHian’'s scheme. The creation of the
reorganized partial-product array comprises thteess

i) The most significant bit (MSB) of the first Ndartial-product rows and all bits
of the last partial-product row, except its MSBe averted.

ii) A’1" is added to the K column.

ii) The MSB of the final result is inverted.

Implementing the BW multiplier based on the HPMetie as straightforward as
the basic algorithm itself. The partial-productsbian be generated by using a 2-input
AND gate for each pair of operand bits. In the caseartial-product bit should be
inverted, we employ a 2-input NAND gate insteade Thsertion of "1’ in column N is
easily accommodated by changing the half addespabt row N to a full adder with one
of the input signals connected to '1'1. Finallygtimversion of the MSB of the result is
done by adding an inverter. The final result of ithplementation of the BW algorithm is
depicted in Fig. 2.6.

Half Adder

[ Full Adder

<] Inverter

v Partial Product
4 Sum
¥ Carry

Figure 2.6: lllustration of an 8-bit Baugh-Wooley nultiplication using an HPM
reduction tree
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3.2 STAGES OF THREE-CYCLE MAC UNIT:

The pipeline register inserted between the PP amit the final adder forms the
first stage as shown in Fig 3.2.Due to the insertibthe pipeline register after the PP unit,
the partial products are computed and fed to the stage through pipeline register. The
second stage performs the partial product additivith the carry propagation
adder(CPA).The adder adds two n-bit operands andp#onal carry-in by performing
carry propagation. Itperforms carry propagation from each bit to highiepositions and
does not occupy a significant area of the chiplassl power consumption. The third stage
is the accumulation for which each clock cycle #teumulated result is added with the
previous result and stored in the register.

woma . . . om o om
Wi s . . . om w

Partial Product Generaton (PPG)
£ partal Product Reducton Comem A . e+ mm o oeem |,
H Tree (PPRT) L T H
o — iy

o . . . . . .

e L TRt

e i I T T

+
e [ |,
Tl H
Final adder H
v e . B . . v » . . « om o om Y
+
oy o W W+ e e e e wmow owm |
el . . o e RN A e . . . . . m_ m_ m é
Accumulate adder i
P e

Figure 3.2: Block diagram of the three stages of thThree-cycleMAC

architecture.

A multiply -accumulate operation using inputs X afdis shown in Fig. 3.2. The
multiply-accumulate operation starts with the gatien and reduction of partial products.
The final adder performs carry propagation of thens and carries produced by the PP
unit. Finally, the accumulate adder sums the pigeliproducts (M) to the accumulated
result (F), producing the new result (G)rst we compute the product of the two inputs.
Then this result is sign extended to have the ssire as the accumulate adder. The
accumulate adder is bits wider than the multiptierallow (29 ) multiple multiply-

accumulate iterations without overflow. Finallyetkign extended product is added to the

15

CHAPTER 3
EXISTING ARCHITECTURE OF MAC

3.1 THREE-CYCLE MULTIPLY ACCUMULATE ARCHITECTURE

The Three-cycle Multiply Accumulate architecturensists of three stages in
which the partial product generation is done inftha stage, the partial product addition
with carry propagation adder in the second stagkaecumulation in the final stage as
shown in the Fig 3.1.Multipliers are typically corged of a partial-product unit (the PP
unit) and the final adder. In this unit carry prgption adder is used as the final adder. To
increase the to increase MAC performance, we cdncee the critical path delay by
inserting an extra pipeline register, either ingfte PP unit or between the PP unit and the
final adder. This creates three-cycle MAC architeetout increases overhead in terms of
delay, power and gate count.

X[N-1:0] YIN-1:0]

REG X [ REG_Y

! i

C PP unit

-39v1S

Pipeline REG_PP

PPL1)(0]
PPIN-][N-1]
(Phaaa s

S[2N-5:0]
PPO](1)
PPO](0]

2-39V18

( Carry-propagation adder (Final adder) )
l P[2N-1:1] PLO]
[ Pipsiine REG_MULT-AccumulateAdder I\
M[2N-1:0]

F[2N+Ng-1:0]

M[2N+Ng-1:0]

£-39V1S

C Saturation unit

¥
I REG Z D

‘R[ZN—1 0]

Figure 3.1: Block diagram of the Three-cycleMAC architecture.
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stored accumulated value. The disadvantage isPtfjaN-1] must be computed and used
for sign extension in the accumulating additidrsaturation unit removes the guard bits
(Ng) such that the final result is 2N bits wide eT$aturation unit takes G [2N+Ng-1:0] as
input, where G is the output of the accumulate adttee three-cycle MAC architecture is
used as reference architecture and is comparedthétproposed MAC architecture. This

unit has increase in power, delay and gate coumtalthe three stages.

3.3 TWO-CYCLE MULTIPLY ACCUMULATE ARCHITECTURE

The Two-cycle MAC architecture is shown in Fig 3TBis architecture consists of
two stages in which the partial product generaisodone in the first stage and the partial
product summation and accumulation is done in ¢loersd stage. The pipeline register the
register between the PP unit and the final addegrsovedto obtain a Two-cycle MAC
architecture.Our architecture is based on two’'s complement sspr&tion, it uses
guarding bits to efficiently support longer MAC fmm and it includes output saturation.

X[n-1:0] ¥IN-1:0)
[ REG X N REG Y ]
i g
d PP unit DR
=
HEE IR
| E|l Z| E| &
R3S B B E| £
(_ carry-propagation adder (Final adder)
ey letor
I Pipsiing REG_MUL 0
CE=E
FLansng o) M[2h+NG-1:0]
— — o
REG_Accumulate || (" Accumulate adder ) |
B
e k]
C Saturation unit
[ REG_Z D -
Jrena

Figure 3.3: Block diagram of the Two-cycleMAC architecture.
In Two-cycle MAC architectures have a first stalgattis significantly slower than
the secondstage. By performing carry propagation only in seeond stage of the MAC
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pipeline, multiplication and accumulation have samidelays The partial products are

generated in the first stage and stored in thelippeegister. In the second stage partial
product addition is performed by the carry propmgagdder and provides the result in
sum and carry. This result is accumulated with ghevious result for each consecutive

clock cycle in the second stage.

Due to the removal of the pipeline register betwtnenPP unit and the final adder
the partial products computed are not fed to thwerse stage within the stipulated time.
The critical pathof this unit goes through the PP unit and the final adder. Takiation
results shows that this architecture has betterep@nd gate count when compared with
reference architecture. The delay of this unit iemaigh with the 3-Cycle MAC unit due
to the removal of the pipeline register after tieuRit.
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Figure 4.1: Block diagram of the MAC-NEW unit

Carry propagation only takes place in the secoadestwhich means that the
multiplier's final adder is eliminated, leading tigher speed and lower energy. Since
accumulation takes place inside the second stagipedine register located before the
accumulation stage has no impact on functionaRggardless of pipelining, our MAC
unit will produce the correct result in each cyaed no extra cycles need to be added at
the end of the loopsinterconnects are localized, which simplifies rogti decreases

delay, and reduces energy dissipation.

Because of the above advantages, it supports $exemaling bits, making longer
loops feasible without any overflow problems. Thee wf guarding bits in an approach
where the accumulated value is fed back to the PPRput would most certainly have a
negative impact on hardware complexitye MAC-NEW exploits the fact that the delay
of the accumulate adder is shorter than the defape PP unit, by at least an amount
corresponding to the delay of a full-adder cell.
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CHAPTER 4
PROPOSED ARCHITECTURE OF MAC

4.1 PROPOSED MULTIPLY ACCUMULATE ARCHITECTURE

The MAC-NEW architecturés based on two’s complement representation, & use
guarding bits to efficiently support longer MAC [u® and it includes output saturation.
By performing carry propagation in the second stigthe MAC pipeline, multiplication
and accumulation have similar delays. The carrgsadder is used which leads to the
reduction of power. With reference to the two cyA&C architecture, this unit inserts the
pipeline register after the partial product unit.

This architecture is based on two conditions swch a
» The accumulation should take place in the secagkstf a 2-cycle MAC unit.
» The carry should be propagated only once in a Milime, thus, in the second
stage.

The MAC-NEW unit shown in Fig 4.1 consists of twages: partial product unit in the
first stage and the accumulate adder in the sestage.The final adder has been
removed, and a carry-save adder has been inseftexd the pipeline registers. The
maximum delay of the carry-save adder is only tfa single full adder, which means
that the MAC’s critical path delay still depends tve PP unitin the carry-save adder
there is no need to sign extend the multiplier ouipstead use a row of "1’ to perform the

sign extension.

This MAC unit do not require any extra cycles a tnd of the loops as the
interconnects are localized which simplifies rogtidecreases delay and reduces energy
dissipation. As the carry propagation and the actation takes place in the second stage
this architecture uses several guard bits withoytaverflow problems. The critical path

delay of this unit is within the partial productiun
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The critical path is through the PP unit as thih#ecture uses pipeline registers at
the bottom of the PP unit, MAC-NEW obviously careogte at the same speed as MAC-
3C, while its performance on average for variousrapd size such as 16, 32, 48 and 64 is
faster than MAC-2C. As far as power dissipatiosascerned, the final adder is replaced
by the simple carry-save adder,MAC-3C on averagsipites more power than MAC-
NEW for the same operating frequency and timingst@mnt. It requires two cycles for
completing the MAC computation, still performs ttAC operation at the same
operating frequency as a 3-cycle MAC unit, at loeeergy dissipatian

The Evaluation methodology shows that the MAC-NEWit us efficient in
performance parameters such as power, delay ared ogamt in comparison with the
conventional architecture. Due to the efficiendyis tarchitecture is used to create an
application architecture called Double Throughputitbly Accumulate unit [DTMAC].
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CHAPTER 5
APPLICATION OF PROPOSED ARCHITECTURE OF MAC

5.1 DOUBLE THROUGHPUT MULTIPLY ACCUMULATE UNIT

A MAC unit that can optionally switch betweetbit operation and 2¥/2-bit
operation is referred as a Double Throughput MAGNIAC) is shown in Fig 5.1. This
feature would be useful in many DSP-oriented apfibns, when the dynamic range is
lower or when there is a need to simultaneouslgutate real and imaginary values. A
double throughput 32-bit MAC can be logically implented by tying together two
separate, single 16-bit MACs that support two parMAC operations.

X[N-1:0] Y[N-1:0] CTRL[2:0]
X)) X)) [ Rec_cw

CTRLO[1:0]

07 e

C Twin Precision PP (TP—PP) unit DI}

‘CTRLNZO] BN

I Pipeine REG PP v
SN-4lIPPLONT] lcquo,
[CI2N-4)IIPP[1)(1)IIPP(1)(0) PP(O)(0) CTRL1[0]

( Carry-save adder (with sign extension) )

KI2N+2Ng1:0]] [M[2N+2Ng-1:0] -
__|a
CRTLIZ  |onv2Ng-1:0] o (g
e ) adder ) |
GI2N+2Ng-1:0] l CTRLI0]
( Saturation unit )
‘ REGZ ]
l R[2N-1:0]

Figure 5.1: Block diagram of the DTMAC unit

Our DTMAC unit in Fig 5.2 is designed to suppore tefficient execution of
several operating modes in a 32-bit data path. urtieemploys the Twin-Precision (TP)
technique, in terms of a modified 32-bit TP muigpl that contains a Twin-Precision
Partial-Product Reduction Tree (TP-PPRT) to geeettat partial product outputs, which
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5.2 Components of DTMAC unit:

1) TP-PP Unit: To support double-throughput operations, the daptiaduct generation
and reduction are based on the twin-precision (Eehnique [24]. Here, the partial
products that are not needed during narrow-widtératons are forced

to zero while some lower-significance partial proiduare negated4 to provide the correct
function for theM -bit multiplication in the lowesignificance section. Depending

on the operating mode, “1” bits can be set in pmsiN+M, N and M.M=N/2 is assumed
as the lower-significance section the “low half.”

2) Carry-Save Adder: The carry-save adder (CSA) shown in Fig 5.3 is dsethe Partial
product addition for the DTMAC unit .In this cargave adder, guard bits and sign
extension for the N/2-bit operation in the low hatiust be accommodated .This is
achieved by inserting a row of Ng+1 bits “1” that summed together with the
accumulated value and the most significant bithef tesult from the TP-PP unit for the
N/2-bit operation in the low half bit position. Dog N/2-bit operations in the low half,
S[N-3] will always be zero, due to the TP techniguehich partial products are forced to
zero. Since S [N-3] will not carry any useful infeaition during N/2-bit operations in the
low half, this signal can be used to add the requfd” at bit positionN-1 . This is easily
done by feeding S [N-3] and a control signal thifoag extra OR gate, whose output may
optionally be forced to “1,”

Figure 5.3: Block diagram of thegates of the combination unit in the DTMAC unit.

3) Accumulate Adder: The accumulate adder shown in Fig 5.4 of the DTM@ is

based on the conditional-sum adder structure, enaefficient separation into high and

low halves, each with Ng guard bits to avoid olesvf To control the operating mode, an

AND gate is inserted; one control bit (CTRL1[0]fs¢éhe AND's input at position N+Ng
23

in conventional schemes are fed to a final addestead we insert a level of adder cells
that combine the outputs of the TPPPRT with theltex the twin-precision accumulate
adder; is called"combination unit”. In the guardibig positions of the combination unit,
the half adder cells add'l’s with the accumulatedutt, to obtain the correct logical
function. The combination unit can be placed afterbefore the pipeline registers
depending on whether the TP-PPRT or the twin-pi@tiaccumulate adder represents the
dominant delay of the DTMAC unit.

The use of the combination unit makes it possiblédild a high-speed, but still
flexible DTMAC unit using only two pipeline stagewhich limits the clock load and
makes for a power-efficient design. The twin-priecisaccumulate adder is based on the
Ladner-Fisher parallel-prefix structure and came80 bits, divided in two sections (high
and low) each containing 32 data and eight (8)aegwarding bits, as shown in the
detailed schematic of Fig. 2(c). Because eachetwo sections has eight guarding bits,
this DTMAC unit supports loops with 256 iterationihout requiring any right shifting of
the output to avoid overflow. To control the opergtmode, an AND gate is inserted; one
control bit (CTRL2[0]) sets the XOR's input at pidsn 40 to either zero or to the carry

signal of the 32-bit data part of the low sectiéithe twin-precision accumulate

adder.
LI I T IR R
L . .
o't byC |
orFP MACorFP_MULT S0 MR - MR PR - - PO PR
BN NN+ PN RN . - P PE
- FNTPM + o PMMPN - . I PO
:’m"w&%c,mw# S0 FMMENM - PMM RN - RN M
S = . . T Assigned o1 by CTRLO]
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PRGN - FMMIPMN - MG PO
FNMPN - FMMIPRN - - M) PO
Pipee regters
[rrowaigt) Jerv4peunpPl Jsnaapro JPevoe)

Figure 5.2: Block diagram of the TP-PP unit based mthe Baugh—Wooley

multiplication algorithm.

22

either to zero or to the carry signal of the N-1t data part of the low half of the
accumulate adder. For full precision operationis #ffectively by passes the Ng guard
bits used for N/2 -bit operations in the low h&limilarly, the accumulator output bits that
correspond to unused guard bits (F [N+Ng-1: N])disearded during N-bit operation.
4) Saturation Circuit: The saturation unit for the DTMAC not only needstmsider full
precision (N) operations but also the N/2 operatiorthe high and low halves.
« In full-precision mode, 2N+Ng bits in the output thfe accumulate adder are
processed.
« In half-precision mode, bits N+Ng are processed.
* In double-throughput mode, not only N+Ng bits of tbw half are processed, but
also N+Ng bits of the high half are processed.

Figure 5.4: Block diagram of theaccumulate adder based on the conditional-sum
adder architecture

5.3 DTMAC OPERATING MODES
The DTMAC unit operates on two’s complement datel smpports six operating
modes—three for MAC operations and three for mlittiions—as determined by the
value of the 3-bit control signal (CTRL):
» 000: Full-Precision 32-bit MAC (FP DTMAC).
» 001: Half-Precision 1x16-bit MAC (HP DTMAC).
» 010: Double-Throughput 2x16-bit MAC (DT DTMAC).
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» 100: Half-Precision 1x16-bit multiplication (HP MU1).
» 101: Double-Throughput 2x16-bit multiplication (MULT).
» 110: Full-Precision 32-bit multiplication (FP MULT)

In the proposed DTMAC unit, there exists no fiedter. This makes the critical
path delay of the 2-cycle DTMAC dominated by thdagleof the TP-PPRT part. The
DTMAC actually has the same critical delay as tifa conventional 3-cycle single 32-bit
MAC, in which a pipeline register is inserted betwehe PPRT block and the final adder
to several the critical path of the multiplicatiofhe result is that the DTMAC unit,
despite the operating mode flexibility, has smaélaa low power dissipation and short
critical path delayswhen the DTMAC unit operates in HP DTMAC mode, haflfthe
respective registers are de-activated to isolageitputs of half of the twin-precision
accumulate adder and the MSB input bits of the iplidt are set to zero, to reduce
switching activity and dynamic power dissipation.

When the DTMAC unit operates in 1x16-bit MAC mdtldissipates a negligible
amount of energy more than the basic, fixed-fumctic-bit MAC unit. The DTMAC unit
has a large footprint than MAC32-2C due to extrautry to support the multiple
operation modes. These comparisons reveal thaintheementation of operating-mode
flexibility in the DTMAC unit comes at a limited evhead.

The important point is that we can save energy djysting the operating mode to the
precision of the data:

* When the DTMAC unit operates in the default 32-bA® mode (FP_MAC), its
energy dissipation is lower than MAC32-2C when @erfing 32-bit
computations.

*  When the DTMAC unit operates in 1 16-bit MAC mod¢P( MAC), the 32-bit
DTMAC unit performs 16-bit multiply-accumulate opépns more energy
efficiently than MAC32-2C performs computations d6-bit operands. This
reduction largely stems from avoiding unnecesseiifching caused by the 16-bit
sign extension of two’'s complement 32-bit data teatry only 16 bits of
information.
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white), the most significant partial product of atiws, except the last, needs to be
negated. For the last row it is the opposite, tafeartial products, except the most

significant, are negated. Also for this multiplicat a sign bit ‘1’ is needed, but this time

in column. Finally the MSB of the results need$&negated to get the correct result of
the two 4-bit multiplications.

Y3 Y2 Y1 Yo
X3 X2 X4
1 Pro Pso Pso P40 Pso P20 P1o Poo
P71 Ps1 Psi Pai Pat P21 P11 Pot
P72 Pe2 Ps2 Paz P32 P22 P12 Poz
P73 Pes Ps3 P43 Pz P23 P13 Pos
1 RSV YWY D3s P2s P14 Pos
ST R W ] P3s Pzs P15 Pos 1
P76 Pes Pse Pas [EN NSNS
Ps7 P27 P17 Por

P II I S7 S6 S5 Sa S3 S2 S So

Figure 5.5: Illustration of a unsigned 8-bit multiplication, using the Baugh—Wooley
Algorithm

To allow the full-precision multiplication of sizeo coexist with two
multiplications of size in the same multiplierjstnecessary to modify the partial-product
generation and the reduction tree. For the -bittiplidation in the MSP of the array all
that is needed is to add a control signal that lbanset to high, when the N/2-bit
multiplication is to be computed and to low, whhe full precision multiplication is to be
computed. To compute the N/2-bit multiplicationtive LSP of the array, certain partial
products need to be negated. This can easily bemgished by changing the two-input
AND gate that generates the partial product to e-itwput NAND gate followed by an
XOR gate. The second input of the XOR gate can beensed to invert the output of the
NAND gate. When computing the N/2-bit LSP multiplion, the control input to the
XOR gate is set to low making it work as a buffdthen computing a full-precision
multiplication the same signal is set to high mgkihe XOR work as an inverter. Finally
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* When the DTMAC unit operates in the 2 16-bit MAC deo(DT_MAC), its
energy dissipation per 16-bit multiply-accumulagetion is similar to that of
MAC16-2C. However, the DTMAC unit uses only halethycles of MAC16-2C
to compute all operations, so the surrounding gata circuits are engaged for a
significantly shorter time. This leads to signifitanergy savings for a system in
which the DTMAC unit is integrated

5.4 MULTIPLICATION THROUGH TWIN PRECISION

The twin-precision technique shown in Fig 5.5 isedficient way of achieving
Double Throughput in a multiplier with low area olvead and delafl.he twin- precision
technique on signed multipliers based on the redtigh Performance Multiplier (HPM)
reduction treeThe twin-precision technique can reduce the povsightion by adapting
a multiplier to the bit width of the operands bemmputed. The technique also enables
an increased computational throughput, by alloveiegeral narrow-width operations to be

computed in parallel.

Achieving double throughput for a multiplier is nas straightforward as, for
example, in an adder, where the carry chain cacubet the appropriate place to achieve
narrow-width additions. It is possible to use salenultipliers, where at least two have
narrow bit width, and allow them share the sameimgu but has several drawbacks: i)
The total area of the multipliers would increasece several multiplier units are used. ii)
The use of several multipliers increases the fanobthe signals that drive the inputs of
the multipliers. Higher fan out means longer delags/or higher power dissipation. iii)
There would be a need for multiplexers that contteztactive multiplier(s) to the resuitt.
is not as easy to deploy the twin-precision techaignto a BW multiplication as it is for
the unsigned muiltiplication, where only parts &f ghartial products need to be set to zero.
To be able to compute two signed multiplicatiortsjsi necessary to make a more

sophisticated modification of the partial-products.

For the 4-bit multiplication in the LSP of the arrahere is a need for some more
modifications. In the active partial-product arafythe 4-bit LSP multiplication (shown in
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the MSB of the result needs to be negated andctimsagain be achieved by using an
XOR gate together with an inverted version of thatml signal for the XOR gates used
in the partial-product generation. The unwanted partialdpcts to zero can be done by
three-input AND gates as for the unsigned multalan.

5.4.1 HPM IMPLEMENTATION

A twin-precision implementation based on the regud’M reduction tree is
shown in Fig.5.6. For high speed and/or low-powrgslementations, a reduction tree with
logarithmic logic depth, such as TDM [9], Dadda Jj1Wallace [11] or HPM [12] is
preferred for summation of the partial productsctSa log-depth reduction tree has the
benefit of shorter logic depth. Further, a log-tieppee suffers from fewer glitches making
it less power dissipating. In fig 5.3, the unsigmedltiplication is implemented in Baugh-
Wooley algorithm in which 4-bit multiplication, stva in white, can be computed in
parallel with a second 4-bit multiplication, shownblack. For simplicity the AND gates
for partial-product generation is not shown anipple carry is used as final adder.

[] Fun adder SGD 8bit
[Fi] Haif sdder

[x] xoR

Partial product for the two.
4 bit multipiications.

SGD 4bit

SGD 4bit

7

Figure 5.6: Block diagram of an unsigned 8-bit twirprecision multiplier
based on the regular HPM reduction tree
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5.5 FLOATING POINT MULTIPLIER IN MULTIPLY
ACCUMULATE UNIT

Floating Point numbers represented in IEEE 754 &rave used in most of the
DSP Processors. Floating point arithmetic is usiefapplications where a large dynamic
range is required or in rapid prototyping applicas where the required number range has
not been thoroughly investigated. The Floating Pditultiplier IP helps designers to
perform floating point Multiplication on FPGA repented in IEEE 754 single precision
floating point format.

5.5.1 FUNCTIONAL DESCRIPTION

A Floating point multiplier is the most common eksmh in most digital
applications such as digital filters, digital sigpaocessors, data processors and control
units. The present Floating Point Multiplier IP hhsee blocks sign calculator, exponent
calculator, mantissa calculator, which works patand a normalization unit. The
Multiplier is pipelined, so the first result appeafter the latency period and then the
result can be obtained after every clock cycle.

Ina
Out
InB »
—_—
Floating Point
Multiplier
IF of
ok | uf
Tst D alid

Figure 5.7: Block diagram of the Floating Point Mutiplier

The Schematic symbol of Floating Point Multiplisrshown in Fig 5.7. It takes two
IEEE 754 format single precision floating point rhens and produces the multiplied
output. It also supports the features like underfloverflow and invalid operations. This
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CHAPTER 6
SIMULATION RESULTS AND DISCUSSION

All PP units of the MAC architectures are basedttus power-efficient Baugh—
Wooley algorithm for partial-product generation ahé HPM partial-product reduction
tree. The accumulate adder is of conditional-sype tgnd has an extension of eight guard
bits (Ng=8). This allows the MAC unit to supporbfms of up to 256 iterations without
requiring the output to be right-shifted to avoicedlow. A final adder based on parallel
algorithm of recurrence equation supports fast tafdiof the PP unit outputs. The
Multiply Accumulate architecture is designed usWigDL and simulated using MODEL
SIM. The performance parameters are synthesized bglinx.

6.1 SIMULATION WAVEFORM OF THREE-CYCLE MAC UNIT

Figure 6.1: Waveform for the three-cycle MAC of opeand size 16 -bit

The inputs of MAC-3C unit x and y are of 16 bitheTmultiplier output is 16-bit
stored in the register (r) and the partial prodyeterated is added with the final adder and
the result stored in the accumulate register ibi8gacc_reg).
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unit consists of two stages, multiplication caltiola and normalization. The first stage
consists of the following three blocks which wonkpiarallel.

« Sgn Calculator: The Output Sign is the exor of two sign bit irgut

« Exponent Calculator: The input exponents are added and the bias isvetnto
produce the exponent of Output.

* Mantissa Calculator: Output Mantissa is calculated by multiplying tmantissa's
of two inputs. Second stage performs Normalizatibthe Output obtained from the first
stage.

« Normalization Block: The normalization is the last and most complidatart. This
block is implemented in three pipelined stages.

This block first calculates how much amount the tisaa needs to be left shifted.
The mantissa is processed in parallel in a numberaalules, each looking at four bits of
the mantissa. The first module looks at first fduts of the mantissa and outputs the
amount to be shifted assuming a one was found esetlfour bits. The second module
operates on the next four bits of the mantissaitrgdirst four bits are zero and outputs
the amount to be shifted left.

This process is repeated for the remaining bitsaftissa. Signals are generated if
the four bits of the mantissa are zero. Dependmthe signal values the amount of shift
is selected. This selection is implemented in threstiplexer stageDepending on the
two leading bits of final mantissa, the final masé is shifted left by previously calculated
shift amount or shifted right. The final exponentlso corrected accordingly.
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Figure 6.2: Waveform for the three-cycle MAC of opeand size 32-bit
The inputs of MAC-3C unit x and y are of 32 bitheTmultiplier output is 32-bit
stored in the register (r) and the partial prodjesterated is added with the final adder and
the result stored in the accumulate register ibi6facc_reg) .
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Figure 6.3: Waveform for the three-cycle MAC of opeand size 48-bit
The inputs of MAC-3C unit x and y are of 48 bitheTmultiplier output is 48-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and
the result stored in the accumulate register ibi96acc_reg).
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Figure 6.4: Waveform for the three-cycle MA of operand size 64-bit
The inputs of MAC-3C unit x and y are of 64 bitseTimultiplier output is 64 -bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register is-b2&acc_reg).

6.2 SIMULATION WAVEFORM OF TWO-CYCLE MAC UNIT

Figure 6.5: Waveform for the two-cycle MAC of operand size 16-bit
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The inputs of MAC-2C unit x and y are of 48 bitheTmultiplier output is 48-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register ibi9€acc_reg).

Figure 6.8: Waveform for the two-cycle MAC of operad size 64-bit
The inputs of MAC-2C unit x and y are of 64 bitheTmultiplier output is 64-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register isti@cc_reg).

6.3 SIMULATION WAVEFORM OF MAC-NEW UNIT
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Figure 6.9: Waveform for the MAC-NEW of operand siz 16-bit
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The inputs of MAC-2C unit x and y are of 16 bitheTmultiplier output is 16 -bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register iso83acc_reg).

Figure 6.6: Waveform for the two-cycle MAC of operand size 32-bit
The inputs of MAC-2C unit x and y are of 32 bitheTmultiplier output is 32-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and
the result stored in the accumulate register ibi64acc_reg).

Figure 6.7: Waveform for the two-cycle MAC of operand size 48-bit
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The inputs of MAC-NEW unit x and y are of 16 bithe multiplier output is 16-
bit stored in the register (r) and the partial pritdgenerated is added with the final adder

and the result stored in the accumulate registg2-it (acc_reg).

Figure 6.10: Waveform for the MAC-NEW of operand sie 32-bit
The inputs of MAC-NEW unit x and y are of 32 bithe multiplier output is 32-
bit stored in the register (r) and the partial pretdgenerated is added with the final adder

and the result stored in the accumulate regist@4-it (acc_reg) .

Figure 6.11: Waveform for the MAC-NEW of operand size 48-bit
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The inputs of MAC-NEW unit x and y are of 48 bithe multiplier output is 48-
bit stored in the register (r) and the partial pretd generated is added with the final adder

and the result stored in the accumulate regist@8-it (acc_reg) .

Figure 6.12: Waveform for the MAC-NEW of operand sze 64-bit
The inputs of MAC-NEW unit x and y are of 64 bithe multiplier output is 64-
bit stored in the register (r) and the partial pretdgenerated is added with the final adder

and the result stored in the accumulate registe28sbit (acc_reg).

6.4 SIMULATION WAVEFORM OF DTMAC UNIT

Jdtmacick

Figure 6.13: Waveform for the Full Precision DTMAC unit
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The inputs of the DT_MAC mode is 2x16 bit in whicBB of the a and b-bit is
taken as 1x16 bit and MSB of the a and b-bit akertaas 1x16 bit. The selection mode is
given 011 and for each consecutive clock cycleabeumulated result is stored in the
DT_MAC.

Figure 6.16: Waveform for the Full Precision Multiplication unit
The inputs of the FP_MULT mode is 32- bit in whistSB of the and b-bit is
taken as two 1x16 bit. The selection mode is gi¥@@ and for each consecutive clock
cycle the multiplication result is stored in the WP

Cursor 1

Figure 6.17: Waveform for the Half-Precision Multiplication unit
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The inputs of the FP_MAC mode is 32 bit in whichBL&f the a-bit and b-bit are
taken as two 16-bits.The selection mode is givehd@l for each consecutive clock cycle
the accumulated result is stored in the FP_MAC.

Jetmacick
Jdmacrst
Jdmacsel
Jamac/a
Jdmacfp
Jdtmacicn

‘Id?mrl’lﬂ,mrx
fdmocfp
fdmaco_m

Jdmacr3

Figure 6.14: Waveform for the Half Precision DTMAC unit
The inputs of the HP_MAC mode is 16 bit in whichBL8f the a-bit and b-bit are
taken as two 8-bits.The selection mode is given @td for each consecutive clock cycle

the accumulated result is stored in the HP_MAC.

Figure 6.15: Waveform for the DTMAC unit
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The inputs of the HP_MULT mode is 1x16 bit in alniMSB of the a and b-bit is

taken as two 8-bit.The selection mode is given HoH for each consecutive clock cycle

the multiplication result is stored in the HP_M.

Figure 6.18: Waveform for the Double Throughput Multiplication unit
The inputs of the DT_MULT mode is 2x16 bit in whiMSB of the a and b-bit is

taken as two 16-bit.The selection mode is given &hdl for each consecutive clock cycle

the multiplication result is stored in the DT_M.

40
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Figure 6.19: Waveform for the Floating Point Multiplier MAC unit
The input of the Floating Point Multiplier is 32it ln which each of exponents (el and

e2) is 8 bit. The mantissa bit (m1 and m2) are 23hd the sign bit (s1 and s2) is 1- S
bit.The accumulation is done by the MAC-NEW 32-bit. m.wa"m:..,.,m -
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Figure 6.20: Power calculation for 3-C MAC unit of16-bit
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Figure 6.27: Power calculation for Half PrecisioDTMAC unit

6.7 COMPARISON OF VARIOUS MAC ARCHITECTURES

Table 6.1: Performance Analysis of conventional MAGarchitectures of the operand
size 16 and 32 bit

OPERAND SIZE 16 32 Performance
Evaluation (%)
Architecture MAC-3C | MAC-2C | MAC-3C | MAC-2C 16-bit 32-bit
POWER(MW) 77 70 155 154 9.09 0.65
DELAY(ns) 79.97 79.24 158.94 162.59 0.92 2.29
GATE COUNT 14,885 13,930 52,439 51,32 6.42] 2.13

The performance parameters such as power, delagatectount are tabulated for
the operand size of 16 and 32-bit of the Threeecynid Two-cycle MAC architecture.
The parameters such as power and gate count f@@&AC unit is high in comparison
with the 2-C MAC unit but the delay for the 2-C MAGnit remains high. The
performance is evaluated for the 16 and 32-bit.
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Table 6.4: Performance Analysis of 3-C and MAC-NEWarchitectures of the
operand size 48 and 64 bit

OPERAND 48 64 Performance
SIZE Evaluation (%)
Architecture MAC-3C | MAC-NEW | MAC-3C| MAC-NEW 48-bit 64-bit
POWER(MW) 176 164 224 218 6.82 2.68
DELAY(ns) 161.47 157.22 171.75 168.96 2.64 1.62
GATE COUNT | 58,974 49,180 88,336, 77,903 16.6[1 11.81

The performance parameters such as power, delagateccount are tabulated for
the operand size of 48 and 64 bit of the Threeecyrid MAC-NEW architecture. The
parameter for the 3-C MAC unit is high in companisgith the MAC-NEW unit. The
performance is evaluated for the 48 and 64 bit.

Table 6.5: Comparison of Operating Modes in DTMAC Achitecture

Architecture FP_MAC | HP_MAC | DT_MAC
Power 148 72 144
Delay 153.27 74.21 148.42

Gate Count 42,880 13,356 26,712

The DTMAC operating modes parameters are tabulatedrable 6.5. The
parameters of the FP_MAC are same as 32-bit MAC-Nitbthitecture. The HP_MAC is
same as 16-bit MAC-NEW architecture. The DT_MAC 2x16-bit MAC-NEW

architecture.

Table 6.6 :Parameters of the Floating Point multiger in MAC unit

Parameters

Power (mW 10€
Delay(ns) 73.964
Gate Count 3579
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Table 6.2: Performance Analysis of conventional MAGarchitectures of the operand
size 48 and 64 bit

OPERAND SIZE 48 64 Performance
Evaluation (%)
Architecture MAC-3C | MAC-2C | MAC-3C| MAC2C| 48-bit | 64-bit
POWER(mMW) 176 170 224 221 341 134
DELAY (ns) 16147 | 16302 | 171.75|  173.20 0.96 0.84
GATE COUNT 58974 | 59.091| 88,336 89,132 0.20 0.90

The performance parameters such as power, delagaecount are tabulated for
the operand size of 48 and 64 bit of the Threeecyrid Two-cycle MAC architecture.
The parameters such as power and gate count f&@&AC unit is high in comparison
with the 2-C MAC unit but the delay for the 2-C MAGnit remains high .The
performance is evaluated for the 48 and 64-bit.

Table 6.3: Performance Analysis of 3-C and MAC-NEWarchitectures of the
operand size 16 and 32 bit

OPERAND
16 32 Performance
SIZE Evaluation (%)

Architecture MAC-3C | MAC-NEW | MAC-3C| MAC-NEW | 16-bit | 32-bit

POWER(mW) 77 72 155 148 6.50 452
DELAY(ns) 79.97 7421 158.94 153.27 7.24 35
GATE COUNT | 14,885 13,356 52,439 42,880 1027 1644

The performance parameters such as power, delagaectount are tabulated for
the operand size of 16 and 32 bit of the Threeecyrid MAC-NEW architecture. The
parameter for the 3-C MAC unit is high in companiseith the MAC-NEW unit. The

performance is evaluated for the 16 and 32 bit.
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6.8 POWER ANALYSIS

MAC-3C

= MAC-NEW

MAC-3C  MAC-NEW

Figure 6.28: Power Analysis of MAC-3C and MAC-NEWof the operand size 32 bit
The Power analysis is performed for the MAC-3C and MNEW architecture.
The MAC-3C unit has more power when compared withMAC-NEW architecture due
to the three-pipeline stages.
6.9 DELAY ANALYSIS

MAC-3C
158 MAC-NEW

MAC-3C MAC-NEW

Figure 6.29 :DelayAnalysis of MAC-3C and MAC-NEW ofthe operand size 32 bit
The Delay analysis is performed for the MAC-3C and MAEW architecture.
The MAC-3C unit has more delay when compared with MAC-NEW architecture due
to the three-pipeline stages.
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CHAPTER 7
CONCLUSION AND FUTURE SCOPE

This project presents the estimation of the effitiperformance parameters such as
power, gate count, and delay for the different iyt Accumulate architectures. The
architectures are designed using Baugh-Wooley ighgor The Three-cycle, Two-cycle
and MAC-NEW architecture is simulated through MODEIM and synthesized using
XILINX. The performance parameter of the converaloMAC architecture is compared
with the proposed MAC architecture and the resariéstabulated.

The comparison is made between the MAC-3C and N2&Carchitecture in which the
power and gate count remains high for the MAC-3€ the delay is large for the MAC-
2C due to the removal of the pipeline registeerafhe Partial Product (PP) unit. The
MAC-NEW is compared with the reference architect(véAC-3C) and the results are
tabulated in which the parameters are efficienttierMAC-NEW architecture. As it is an
efficient architecture it is used to create a vilessMAC unit called Double Throughput
MAC unit(DTMAC).As a modification to this projedhe Floating point multiplier is used
in the MAC unit and the parameter are tabulated.

FUTURE SCOPE

The MAC-NEW architecture can be used in the efitidesign of digital signal
processing circuits such as FIR and IIR filter. fsds architecture is efficient in

performance parameters it increases the computatithre filter.
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ABSTRACT

The Multiplier and Accumulator (MAC) unit is used a basic element in most of
the digital signal processing application in orteiperform repeated multiplication and
addition. The conventional MAC architectures usesrenshift and add operation at

multiplier unit which increases delay in the aritttin operations.

The main objective is to design a new multiplied @ecumulator architecture to
perform high speed arithmetic operation. The thnggle MAC (MAC-3C) architecture
increase the performance by reducing the critia#h plelay by inserting an extra pipeline
register either inside the partial product (PP} onbetween PP unit and final adder. The
two cycle MAC (MAC-2C) architecture performs therryapropagation only in the
second stage leads to the similar delay in mutgpion and accumulation. The proposed
MAC architecture (MAC-NEW) has two stages with thipeline register inserted after
the partial product unit. This unit uses carry-sadeler which leads to the reduction of
power. Due to the carry propagation in the secamages multiplier's final adder is
eliminated, leading to higher speed and lower gnéfge Double Throughput MAC unit
(DTMAC) switches between N-bit operations and 2xhi2operations which reduces
power and critical path delay on the removal oéffiadder.

Through the*COMPARATIVE ANALYSIS OF DIFFERENT MULTIPLY
ACCUMULATE ARCHITECTURE" is planned to obtain an efficient performance
parameter such as gate count, delay and powehdodifferent MAC architectures. The
MAC architecture is designed using MODEL SIM anchliated using Xilinx ISE 9.2i
and the parameters is compared to obtain an effieiehitecture.
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CHAPTER 1

INTRODUCTION

With the recent rapid advances in multimedia androonication system,real-time
signal processings like audio signal processindeafimage processing or large-capacity
data processing are intrestingly being demanded.ifiudtiplier and multiplier and
accumulator(MAC) are the essentials elements ofdibéal signal processing such as
filtering,convolution and inner products.Most dajitsignal processing methods use
nonlinear functions such as discrete cosine tramgfdCT) or discrete wavelet transform
Because they are basically accomplished by repetépplication of mulitiplication and
addition,the speed of the multiplication and additarithmetic’s determines the execution
speed and performance of the entire calculationh&smultiplier requires longest delay
among the basic operational blocks in digital systiee critical path is determined by the

multiplier.

The multiplier consists of three parts: partial darot generation, partial product
summation and accumulation. The multiplier is muubre complex than the accumulate
adder, many design techniques have focused on iredunultiplier delay. In the
architecture, the critical path is reduced by ifisgran extra pipeline register, either inside
the partial product unit or between the partialduat unit and final adder. It has a better
performance because of the reduction in criticah gielay. The most effective way to
increase the speed of a multiplier is to reducentimaber of partial products using high
speed compressors or speed optimized structuresibecenultiplication precedes a series
of additions for the partial products. The guart$ aire important for avoiding overflow

when computing long sequences of multiply accuneutgteration.

power, gate count, and delay are synthesized u¥lbgNX and compared with the

conventional MAC architecture.

1.2INTRODUCTION TO VHDL

VHDL is an acronym which stands for VHSIC Hardwai@escription
Language.VHSIC means Very High Speed Integrate¢u@d It is being used for
documentation, verificatoin and synthesis of ladjgital designs.VHDL is a standard
developed by IEEE.The different approaches in VHaxe structural, data flow and
behavioral methods of hardware description.

1.2.1 STRUCTURAL DESCRIPTIONS

Building Blocks
Every portion of a VHDL design is considered a klo& VHDL design may be

completely described in a single block, or it ma&decomposed in several blocks. Each
block in VHDL is analogous to an off-the-shelf paand is called an entity.
The entity describes the interface to that blocl anseparate part associated with the
entity describes how that block operates. The faterdescription is like a pin description
in a data book, specifying the inputs and outpotshe block.The description of the
operation of the part is like a schematic for theek.
The following is an example of an entity declaratio VHDL
Entity latch is

Port (sir: in bit;

q,ng: out bit);

end latch;

The first line indicates a definition of a new éntialled latch. The last line is the
end of the definition. The lines in between, arkedathe port clause, which describe the
interface to the design. The port clause containdisia of interface declarations.
Each interface declaration defines one or moreatigthat are inputs or outputs to the
design. Each interface declaration contains afisemes, mode and type.

In order to improve the speed of the MAC unit, thare two major bottlenecks.
The first is the partial product reduction netwdinkat is used in the multiplication block
and the second is the accumulator. Both of thesgestrequire addition of large operands
that involve long paths for carry propagation. Ae multiplier is more complex than the
accumulator, design techniques are proposed owiregithe delay in the multiplier either
inside the Partial Product (PP) unit or in the lfiadder.Inside the PP unit, the partial-
product circuitry might be implemented using thedified-Booth algorithm or one of its
successors. The partial-product reduction treehefRP unit can be implemented using
high-speed compressors or speed-optimized strisctiathewet al. propose a sparse-
tree carry look-ahead adder for fast addition eff#® unit outputs and L&t al. introduce
a hybrid adder o reduce delay compared to a deés@rassumes equal arrival time on all
adder inputs.

Here a MAC-NEW architecture is proposed in whioh first stage is significantly
faster compared to the second stage, leading tettarkdelay balance between the two
stages. The key feature to this architecture isntidementation of product sign extension
in the second stage, together with the accumutiderasuch as carry save adder and the
saturation unit. Guard bits are used for avoiding overflow on computation of long
sequences of multiply-accumulate operation. ThisGMEW unit is efficient in terms of
delay, power and gate count.

1.1 OBJECTIVE OF THE WORK

The performance of the multiply and accumulate isimproved by either using
high speed multipliers or improved fast adder dectures. To obtain a high speed
operation, the multiplication unit is combined wiélccumulation and carry save adder
(CSA).The partial product is generated using Balgioley algorithm. The result is sign
extended to have the same size as the accumuidge. dthe MAC unit is designed using
VHDL code and simulated using MODELSIM. The perfarme parameters such as

The following is an example of an architecture deation for the latch entity.

architecture dataflow of latch is
signal qO : bit :='0";
signal nqO : bit :="1";
begin
q0<=r nor nqO;
nq0<=s nor q0;
ng<=nqo;
q<=q0;
end dataflow;
The first line of the declaration indicates theiniéibn of a new architecture
called dataflow and it belongs to the entity nar@ch. So this architecture describes the

operation of the latch entity. The schematic fer 8R latch

(Reset) R

tget)

SR Latch

Figure 1.1 Schematic SR Latch
1.2.2 DATA FLOW DESCRIPTIONS

In the data flow approach, circuits are describgthicating how the inputs and
outputs of built-in primitive components are corteelctogether.The following SR latch
using VHDL is described as in the following scheimat

entity latch is

port (s,r : in bit;
q,nq : out bit);



end latch;
architecture dataflow of latch is
begin
g<=r nor ng;
ng<=s nor g;
end dataflow;

(Reset] R

(et 5 3 (nq)

SR Latch

Figure 1.2 Dataflow approach of Schematic SR Latch
The signal assignment operator in VHDL specifiegelationship between signals. The
architecture part describes the internal operatfathe design. The scheme used to model
a VHDL design is called discrete event time sinmiatatIn this the values of signals are
only updates when certain events occur and eventrs@t discrete instances of time.

The Delay Model

The two models of delay that are used in VHDL. Tingt is called the inertial
delay model The inertial delay model is specified by addingaéter clause to the signal
assignment statemerthe next is the transport delay model, just detagschange in the
output by the time specified.

1.2.3 BEHAVIORAL DESCRIPTIONS
The behavioral approach to modeling hardware compisnis different from the
other two methods in that it does not necessanilpriy way reflect how the design is

implemented.

Program Output

In most programming languages there is a mechafosnprinting text on the
monitor and getting input from the user through kbgboard. Even though the simulator
monitors the value of signals and variables in dlesign, it is able to output certain
information during simulation. It is not provided a language feature in VHDL, but
rather as a standard library that comes with eX##L language system. In VHDL,
common code can be put in a separate file to be lmgenany designs. This common code
is called a library. The write statement can alsaibed to append constant values and the

value of variables and signals of the types bit,\ctor, time, integer, and real.

1.3SOFTWARE USED
» Modelsim PE5.4E
» Xilinx ISE 9.2i

1.4 ORGANIZATION OF THE REPORT
» Chapter 2 discusses about the overview of MAC.
» Chapter 3discusses the existing architecture of MAC.
» Chapter 4 discusses the proposed architecture of MAC.
» Chapter 5discusses the application of proposed architectiéAC.
» Chapter 6 presents the simulation results and discussions.

v

Chapter 7 presents theonclusion and future scope.

The Process Statement

It is basically the black box approach to modeliltgaccurately models what
happens on the inputs and outputs of the black bokwhat is inside the box (how it
works) is irrelevant. The behavioral descriptionuially used in two ways in VHDL.
First, it can be used to model complex components.

Behavioral descriptions are supported with the @secstatement. The process
statement can appear in the body of an architectiedlaration just as the signal
assignment statement does. The process statenreatstacontain signal assignments in
order to specify the outputs of the process.

Using Variables

A variable is kinds of objects used to hold datd atso behaves like you would
expect in a software programming language, whighush different than the behavior of
a signal. Although variables represent data like signal, they do not have or cause

events and are modified differently. Variablesmdified with the variable assignment.

Sequential Statements

There are several statements that may only beingée body of a process. These
statements are called sequential statements betlaegeare executed sequentially. The

types of statements used here are if, if elsearidrioop.

Signals and Processes

This section is short, but contains important infation about the use of signals in
the process statement. The issue of concern ivdi @onfusion about the difference
between how a signal assignment and variable assighbehave in the process statement.
Remember a signal assignment, if anything, merehedules an event to occur on a
signal and does not have an immediate effect. Véhenocess is resumed, it executes from
top to bottom and no events are processed urgil #ife process is complete.

CHAPTER 2
OVERVIEW OF MAC

2.1 GENERAL ARCHITECTURE OF MAC

The general construction of the MAC operation iggiby the equation
Z=AxB+X
Where the multiplier A and multiplicand B are assahto have n bits each and the
addend X has (2n+1) bits. The basic MAC unit is enagh of a multiplier and an
accumulator as shown in Fig 2.1. The multiplier edsp be divided into partial product
generator, summation tree and final adder. It etescthe multiplication operation by
multiplying the input multiplier and multiplicandThis is added to the previous

multiplication result as the accumulation step.

accumulator

Figure 2.1: General MAC architecture

The summation network represents the core of th€€MAit and occupies most of
the area, power and delay. Several algorithms ectitectures are developed to optimize
the implementation of this block. The addition netkvreduces the number of partial
products into two operands representing a sum aadrg. The final adder is then used to
generate the multiplication result out of these teyperands. The last block is the
accumulator, which is required to perform a doybtecision addition operation between
the multiplication result and the accumulated opérat involves a very large adder due



to the large operand size. This stage represebtiti@neck in the multiplication process
in terms of speed since it involves horizontal gapropagation. The MAC unit is
classified into various types such as 2-Cycle MA@,8-Cycle MAC unit, MAC-NEW
unit and DTMAC unit.

2.2 BLOCK DIAGRAM OF PROJECT

Multiply Accumulate un
(MAC)

l |
[ MAC-3C ] [ MAC-2C ] L MAC-NEW }

DTMAC

Figure 2.2: Block Diagram of the project

The overall block diagram of the project is shown Fig2.2.The multiply
accumulate unit is broadly classified into thregety such as Three-cycle MAC
unit(MAC-3C),Two-cycle MAC unit(MAC-2C) and MAC-NEWunit. The three
architectures are implemented using BAUGH-WOOLEY¥oathm. The proposed MAC
unit has the better performance in comparison With conventional architectures. The
MAC-NEW is used to create a versatile MAC unit &led DOUBLE THROUGHPUT
MULTIPLIER AND ACCUMULATE UNIT (DTMAC).

2.4 BAUGH-WOOLEY ALGORITHM

An algorithm for direct 2's complement array muliation has been proposed by
BAUGH-WOOLEY and this algorithm is used in the dgsof multiplier and accumulator
structures. The primary advantage of this algoriisnthat the signs of all the partial
products are positive and thus allowing the arape entirely the same as conventional
standard array structures.

The following

» Algorithm for two’s-complement multiplication.
> Adjust partial products to maximize regularity ofsy multiplication.
» Moves partial products with negative signs to #mt ktep also add negation of

partial products rather than subtracts.
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Figure 2.4: Unsigned multiplication for Baugh-Woolg algorithm

The Baugh-Wooley algorithm for the unsigned binamyltiplication is based on
the concept shown in Fig2.4.The algorithm speciftest all possible AND terms are
created first and then sent through an array dfddders and full-adders with the carry-
outs chained to the next most significant bit ahdavel of addition.

For signed multiplication the Baugh-Wooley algomithcan implement signed
multiplication in almost the same way as the unsiymultiplication.
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2.3 PROCESS FLOW IN MAC

: | 1 bits Multiplicand(X)

Step 1 . .
m bits Multiplier(Y)
N P, iasmssssssesssssssssssfiiiiiiiiaisissariissiissesiiain
: n bitsPartial Product(Pq) |
f barial Produc | 1 bitsPartial Product(P;) |
i Summation | 1 bits Partial Product(P2) |
Step 2 &

n bits Partial Product (Py)

+ Final
i Addition

‘ Sum(s) |

Carrv(C) |

Step 4 :Accumulation

(n+mbits Multiplication Result(X=Y)

(n+mbits Accumulation Result(Z) |

Figure 2.3: Basic Arithmetic steps of multiplication and accumulation

A multiplier can be divided into four operationaégs as shown in Fig 2.3. The
first step is the multiplication operation with timgput multiplier and the multiplicand. The
second step is the partial product summation wisiaksed to add all the partial products
and convert them into the form of sum and carrye Ttird step is the final addition in
which the final multiplication result is produceg hdding the sum and carry. The last
step is the accumulation which takes place withrthatiplication and the accumulated
result.
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The Baugh-Wooley algorithmic is used to multiply 2omplement numbers using
a regular iterative adder structure. For examleto n-bit numbers and y their product
can be defined as:
P=2"2Xp1 Y+ T T, 29X Y
+2"( 27 2YnaXis T2 X1 Y))

42N+ 2201

Where x and y are in 2's complement format. Thigoathm performs the
multiplication using only addition of positive hiroducts. This simplifies the hardware
needed to implement the algorithm.

Vi Yo Vs Ve Y2 Y2 V1 Vo
Xp Xg X5 Xg¢ Xa Xo X4 X
1 P Pso Pso Pao Pso Pao Pro Pao

Prv Par st Pas Pas Par Pro Por

Pr2 Pe2 Ps2 Ps2 P22 P22 P12 P2
Prs Pes Psz Pz P Pz Pia Pos
Prs Pes Pss Pas Pas P2 Pig Pos
Drs Pes Pss Pas Pas Pas Prs Pos
Pre Pea Pso Paz P2 Paa Pra Pos
77 Per Pez Par Py Pr Pir Por

Sig 14 812 S12 S Sip S Se S Se S5 8¢ Sy S 81

Figure 2.5: lllustration of an 8-bit Baugh-Wooley nultiplication

The Baugh-Wooley (BW) algorithm is a relativelyasghtforward way of doing

signed multiplications Fig. 2.5 illustrates theaithm for an 8-bit case, where the partial-
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product bits have been reorganized according tarHian’'s scheme. The creation of the
reorganized partial-product array comprises thteess

i) The most significant bit (MSB) of the first Ndartial-product rows and all bits
of the last partial-product row, except its MSBe averted.

ii) A’1" is added to the K column.

ii) The MSB of the final result is inverted.

Implementing the BW multiplier based on the HPMetie as straightforward as
the basic algorithm itself. The partial-productsbian be generated by using a 2-input
AND gate for each pair of operand bits. In the caseartial-product bit should be
inverted, we employ a 2-input NAND gate insteade Thsertion of "1’ in column N is
easily accommodated by changing the half addespabt row N to a full adder with one
of the input signals connected to '1'1. Finallygtimversion of the MSB of the result is
done by adding an inverter. The final result of ithplementation of the BW algorithm is
depicted in Fig. 2.6.

Half Adder

[ Full Adder

<] Inverter

v Partial Product
4 Sum
¥ Carry

Figure 2.6: lllustration of an 8-bit Baugh-Wooley nultiplication using an HPM
reduction tree
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3.2 STAGES OF THREE-CYCLE MAC UNIT:

The pipeline register inserted between the PP amit the final adder forms the
first stage as shown in Fig 3.2.Due to the insertibthe pipeline register after the PP unit,
the partial products are computed and fed to the stage through pipeline register. The
second stage performs the partial product additivith the carry propagation
adder(CPA).The adder adds two n-bit operands andp#onal carry-in by performing
carry propagation. Itperforms carry propagation from each bit to highiepositions and
does not occupy a significant area of the chiplassl power consumption. The third stage
is the accumulation for which each clock cycle #teumulated result is added with the
previous result and stored in the register.

woma . . . om o om
Wi s . . . om w

Partial Product Generaton (PPG)
£ partal Product Reducton Comem A . e+ mm o oeem |,
H Tree (PPRT) L T H
o — iy

o . . . . . .

e L TRt

e i I T T

+
e [ |,
Tl H
Final adder H
v e . B . . v » . . « om o om Y
+
oy o W W+ e e e e wmow owm |
el . . o e RN A e . . . . . m_ m_ m é
Accumulate adder i
P e

Figure 3.2: Block diagram of the three stages of thThree-cycleMAC

architecture.

A multiply -accumulate operation using inputs X afdis shown in Fig. 3.2. The
multiply-accumulate operation starts with the gatien and reduction of partial products.
The final adder performs carry propagation of thens and carries produced by the PP
unit. Finally, the accumulate adder sums the pigeliproducts (M) to the accumulated
result (F), producing the new result (G)rst we compute the product of the two inputs.
Then this result is sign extended to have the ssire as the accumulate adder. The
accumulate adder is bits wider than the multiptierallow (29 ) multiple multiply-

accumulate iterations without overflow. Finallyetkign extended product is added to the
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CHAPTER 3
EXISTING ARCHITECTURE OF MAC

3.1 THREE-CYCLE MULTIPLY ACCUMULATE ARCHITECTURE

The Three-cycle Multiply Accumulate architecturensists of three stages in
which the partial product generation is done inftha stage, the partial product addition
with carry propagation adder in the second stagkaecumulation in the final stage as
shown in the Fig 3.1.Multipliers are typically corged of a partial-product unit (the PP
unit) and the final adder. In this unit carry prgption adder is used as the final adder. To
increase the to increase MAC performance, we cdncee the critical path delay by
inserting an extra pipeline register, either ingfte PP unit or between the PP unit and the
final adder. This creates three-cycle MAC architeetout increases overhead in terms of
delay, power and gate count.

X[N-1:0] YIN-1:0]

REG X [ REG_Y

! i

C PP unit

-39v1S

Pipeline REG_PP

PPL1)(0]
PPIN-][N-1]
(Phaaa s

S[2N-5:0]
PPO](1)
PPO](0]

2-39V18

( Carry-propagation adder (Final adder) )
l P[2N-1:1] PLO]
[ Pipsiine REG_MULT-AccumulateAdder I\
M[2N-1:0]

F[2N+Ng-1:0]

M[2N+Ng-1:0]

£-39V1S

C Saturation unit

¥
I REG Z D

‘R[ZN—1 0]

Figure 3.1: Block diagram of the Three-cycleMAC architecture.
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stored accumulated value. The disadvantage isPtfjaN-1] must be computed and used
for sign extension in the accumulating additidrsaturation unit removes the guard bits
(Ng) such that the final result is 2N bits wide eT$aturation unit takes G [2N+Ng-1:0] as
input, where G is the output of the accumulate adttee three-cycle MAC architecture is
used as reference architecture and is comparedthétproposed MAC architecture. This

unit has increase in power, delay and gate coumtalthe three stages.

3.3 TWO-CYCLE MULTIPLY ACCUMULATE ARCHITECTURE

The Two-cycle MAC architecture is shown in Fig 3TBis architecture consists of
two stages in which the partial product generaisodone in the first stage and the partial
product summation and accumulation is done in ¢loersd stage. The pipeline register the
register between the PP unit and the final addegrsovedto obtain a Two-cycle MAC
architecture.Our architecture is based on two’'s complement sspr&tion, it uses
guarding bits to efficiently support longer MAC fmm and it includes output saturation.

X[n-1:0] ¥IN-1:0)
[ REG X N REG Y ]
i g
d PP unit DR
=
HEE IR
| E|l Z| E| &
R3S B B E| £
(_ carry-propagation adder (Final adder)
ey letor
I Pipsiing REG_MUL 0
CE=E
FLansng o) M[2h+NG-1:0]
— — o
REG_Accumulate || (" Accumulate adder ) |
B
e k]
C Saturation unit
[ REG_Z D -
Jrena

Figure 3.3: Block diagram of the Two-cycleMAC architecture.
In Two-cycle MAC architectures have a first stalgattis significantly slower than
the secondstage. By performing carry propagation only in seeond stage of the MAC
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pipeline, multiplication and accumulation have samidelays The partial products are

generated in the first stage and stored in thelippeegister. In the second stage partial
product addition is performed by the carry propmgagdder and provides the result in
sum and carry. This result is accumulated with ghevious result for each consecutive

clock cycle in the second stage.

Due to the removal of the pipeline register betwtnenPP unit and the final adder
the partial products computed are not fed to thwerse stage within the stipulated time.
The critical pathof this unit goes through the PP unit and the final adder. Takiation
results shows that this architecture has betterep@nd gate count when compared with
reference architecture. The delay of this unit iemaigh with the 3-Cycle MAC unit due
to the removal of the pipeline register after tieuRit.
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Figure 4.1: Block diagram of the MAC-NEW unit

Carry propagation only takes place in the secoadestwhich means that the
multiplier's final adder is eliminated, leading tigher speed and lower energy. Since
accumulation takes place inside the second stagipedine register located before the
accumulation stage has no impact on functionaRggardless of pipelining, our MAC
unit will produce the correct result in each cyaed no extra cycles need to be added at
the end of the loopsinterconnects are localized, which simplifies rogti decreases

delay, and reduces energy dissipation.

Because of the above advantages, it supports $exemaling bits, making longer
loops feasible without any overflow problems. Thee wf guarding bits in an approach
where the accumulated value is fed back to the PPRput would most certainly have a
negative impact on hardware complexitye MAC-NEW exploits the fact that the delay
of the accumulate adder is shorter than the defape PP unit, by at least an amount
corresponding to the delay of a full-adder cell.
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CHAPTER 4
PROPOSED ARCHITECTURE OF MAC

4.1 PROPOSED MULTIPLY ACCUMULATE ARCHITECTURE

The MAC-NEW architecturés based on two’s complement representation, & use
guarding bits to efficiently support longer MAC [u® and it includes output saturation.
By performing carry propagation in the second stigthe MAC pipeline, multiplication
and accumulation have similar delays. The carrgsadder is used which leads to the
reduction of power. With reference to the two cyA&C architecture, this unit inserts the
pipeline register after the partial product unit.

This architecture is based on two conditions swch a
» The accumulation should take place in the secagkstf a 2-cycle MAC unit.
» The carry should be propagated only once in a Milime, thus, in the second
stage.

The MAC-NEW unit shown in Fig 4.1 consists of twages: partial product unit in the
first stage and the accumulate adder in the sestage.The final adder has been
removed, and a carry-save adder has been inseftexd the pipeline registers. The
maximum delay of the carry-save adder is only tfa single full adder, which means
that the MAC’s critical path delay still depends tve PP unitin the carry-save adder
there is no need to sign extend the multiplier ouipstead use a row of "1’ to perform the

sign extension.

This MAC unit do not require any extra cycles a tnd of the loops as the
interconnects are localized which simplifies rogtidecreases delay and reduces energy
dissipation. As the carry propagation and the actation takes place in the second stage
this architecture uses several guard bits withoytaverflow problems. The critical path

delay of this unit is within the partial productiun
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The critical path is through the PP unit as thih#ecture uses pipeline registers at
the bottom of the PP unit, MAC-NEW obviously careogte at the same speed as MAC-
3C, while its performance on average for variousrapd size such as 16, 32, 48 and 64 is
faster than MAC-2C. As far as power dissipatiosascerned, the final adder is replaced
by the simple carry-save adder,MAC-3C on averagsipites more power than MAC-
NEW for the same operating frequency and timingst@mnt. It requires two cycles for
completing the MAC computation, still performs ttAC operation at the same
operating frequency as a 3-cycle MAC unit, at loeeergy dissipatian

The Evaluation methodology shows that the MAC-NEWit us efficient in
performance parameters such as power, delay ared ogamt in comparison with the
conventional architecture. Due to the efficiendyis tarchitecture is used to create an
application architecture called Double Throughputitbly Accumulate unit [DTMAC].
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CHAPTER 5
APPLICATION OF PROPOSED ARCHITECTURE OF MAC

5.1 DOUBLE THROUGHPUT MULTIPLY ACCUMULATE UNIT

A MAC unit that can optionally switch betweetbit operation and 2¥/2-bit
operation is referred as a Double Throughput MAGNIAC) is shown in Fig 5.1. This
feature would be useful in many DSP-oriented apfibns, when the dynamic range is
lower or when there is a need to simultaneouslgutate real and imaginary values. A
double throughput 32-bit MAC can be logically implented by tying together two
separate, single 16-bit MACs that support two parMAC operations.

X[N-1:0] Y[N-1:0] CTRL[2:0]
X)) X)) [ Rec_cw

CTRLO[1:0]

07 e

C Twin Precision PP (TP—PP) unit DI}

‘CTRLNZO] BN

I Pipeine REG PP v
SN-4lIPPLONT] lcquo,
[CI2N-4)IIPP[1)(1)IIPP(1)(0) PP(O)(0) CTRL1[0]

( Carry-save adder (with sign extension) )

KI2N+2Ng1:0]] [M[2N+2Ng-1:0] -
__|a
CRTLIZ  |onv2Ng-1:0] o (g
e ) adder ) |
GI2N+2Ng-1:0] l CTRLI0]
( Saturation unit )
‘ REGZ ]
l R[2N-1:0]

Figure 5.1: Block diagram of the DTMAC unit

Our DTMAC unit in Fig 5.2 is designed to suppore tefficient execution of
several operating modes in a 32-bit data path. urtieemploys the Twin-Precision (TP)
technique, in terms of a modified 32-bit TP muigpl that contains a Twin-Precision
Partial-Product Reduction Tree (TP-PPRT) to geeettat partial product outputs, which
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5.2 Components of DTMAC unit:

1) TP-PP Unit: To support double-throughput operations, the daptiaduct generation
and reduction are based on the twin-precision (Eehnique [24]. Here, the partial
products that are not needed during narrow-widtératons are forced

to zero while some lower-significance partial proiduare negated4 to provide the correct
function for theM -bit multiplication in the lowesignificance section. Depending

on the operating mode, “1” bits can be set in pmsiN+M, N and M.M=N/2 is assumed
as the lower-significance section the “low half.”

2) Carry-Save Adder: The carry-save adder (CSA) shown in Fig 5.3 is dsethe Partial
product addition for the DTMAC unit .In this cargave adder, guard bits and sign
extension for the N/2-bit operation in the low hatiust be accommodated .This is
achieved by inserting a row of Ng+1 bits “1” that summed together with the
accumulated value and the most significant bithef tesult from the TP-PP unit for the
N/2-bit operation in the low half bit position. Dog N/2-bit operations in the low half,
S[N-3] will always be zero, due to the TP techniguehich partial products are forced to
zero. Since S [N-3] will not carry any useful infeaition during N/2-bit operations in the
low half, this signal can be used to add the requfd” at bit positionN-1 . This is easily
done by feeding S [N-3] and a control signal thifoag extra OR gate, whose output may
optionally be forced to “1,”

Figure 5.3: Block diagram of thegates of the combination unit in the DTMAC unit.

3) Accumulate Adder: The accumulate adder shown in Fig 5.4 of the DTM@ is

based on the conditional-sum adder structure, enaefficient separation into high and

low halves, each with Ng guard bits to avoid olesvf To control the operating mode, an

AND gate is inserted; one control bit (CTRL1[0]fs¢éhe AND's input at position N+Ng
23

in conventional schemes are fed to a final addestead we insert a level of adder cells
that combine the outputs of the TPPPRT with theltex the twin-precision accumulate
adder; is called"combination unit”. In the guardibig positions of the combination unit,
the half adder cells add'l’s with the accumulatedutt, to obtain the correct logical
function. The combination unit can be placed afterbefore the pipeline registers
depending on whether the TP-PPRT or the twin-pi@tiaccumulate adder represents the
dominant delay of the DTMAC unit.

The use of the combination unit makes it possiblédild a high-speed, but still
flexible DTMAC unit using only two pipeline stagewhich limits the clock load and
makes for a power-efficient design. The twin-priecisaccumulate adder is based on the
Ladner-Fisher parallel-prefix structure and came80 bits, divided in two sections (high
and low) each containing 32 data and eight (8)aegwarding bits, as shown in the
detailed schematic of Fig. 2(c). Because eachetwo sections has eight guarding bits,
this DTMAC unit supports loops with 256 iterationihout requiring any right shifting of
the output to avoid overflow. To control the opergtmode, an AND gate is inserted; one
control bit (CTRL2[0]) sets the XOR's input at pidsn 40 to either zero or to the carry

signal of the 32-bit data part of the low sectiéithe twin-precision accumulate

adder.
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Figure 5.2: Block diagram of the TP-PP unit based mthe Baugh—Wooley

multiplication algorithm.
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either to zero or to the carry signal of the N-1t data part of the low half of the
accumulate adder. For full precision operationis #ffectively by passes the Ng guard
bits used for N/2 -bit operations in the low h&limilarly, the accumulator output bits that
correspond to unused guard bits (F [N+Ng-1: N])disearded during N-bit operation.
4) Saturation Circuit: The saturation unit for the DTMAC not only needstmsider full
precision (N) operations but also the N/2 operatiorthe high and low halves.
« In full-precision mode, 2N+Ng bits in the output thfe accumulate adder are
processed.
« In half-precision mode, bits N+Ng are processed.
* In double-throughput mode, not only N+Ng bits of tbw half are processed, but
also N+Ng bits of the high half are processed.

Figure 5.4: Block diagram of theaccumulate adder based on the conditional-sum
adder architecture

5.3 DTMAC OPERATING MODES
The DTMAC unit operates on two’s complement datel smpports six operating
modes—three for MAC operations and three for mlittiions—as determined by the
value of the 3-bit control signal (CTRL):
» 000: Full-Precision 32-bit MAC (FP DTMAC).
» 001: Half-Precision 1x16-bit MAC (HP DTMAC).
» 010: Double-Throughput 2x16-bit MAC (DT DTMAC).
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» 100: Half-Precision 1x16-bit multiplication (HP MU1).
» 101: Double-Throughput 2x16-bit multiplication (MULT).
» 110: Full-Precision 32-bit multiplication (FP MULT)

In the proposed DTMAC unit, there exists no fiedter. This makes the critical
path delay of the 2-cycle DTMAC dominated by thdagleof the TP-PPRT part. The
DTMAC actually has the same critical delay as tifa conventional 3-cycle single 32-bit
MAC, in which a pipeline register is inserted betwehe PPRT block and the final adder
to several the critical path of the multiplicatiofhe result is that the DTMAC unit,
despite the operating mode flexibility, has smaélaa low power dissipation and short
critical path delayswhen the DTMAC unit operates in HP DTMAC mode, haflfthe
respective registers are de-activated to isolageitputs of half of the twin-precision
accumulate adder and the MSB input bits of the iplidt are set to zero, to reduce
switching activity and dynamic power dissipation.

When the DTMAC unit operates in 1x16-bit MAC mdtldissipates a negligible
amount of energy more than the basic, fixed-fumctic-bit MAC unit. The DTMAC unit
has a large footprint than MAC32-2C due to extrautry to support the multiple
operation modes. These comparisons reveal thaintheementation of operating-mode
flexibility in the DTMAC unit comes at a limited evhead.

The important point is that we can save energy djysting the operating mode to the
precision of the data:

* When the DTMAC unit operates in the default 32-bA® mode (FP_MAC), its
energy dissipation is lower than MAC32-2C when @erfing 32-bit
computations.

*  When the DTMAC unit operates in 1 16-bit MAC mod¢P( MAC), the 32-bit
DTMAC unit performs 16-bit multiply-accumulate opépns more energy
efficiently than MAC32-2C performs computations d6-bit operands. This
reduction largely stems from avoiding unnecesseiifching caused by the 16-bit
sign extension of two’'s complement 32-bit data teatry only 16 bits of
information.
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white), the most significant partial product of atiws, except the last, needs to be
negated. For the last row it is the opposite, tafeartial products, except the most

significant, are negated. Also for this multiplicat a sign bit ‘1’ is needed, but this time

in column. Finally the MSB of the results need$&negated to get the correct result of
the two 4-bit multiplications.

Y3 Y2 Y1 Yo
X3 X2 X4
1 Pro Pso Pso P40 Pso P20 P1o Poo
P71 Ps1 Psi Pai Pat P21 P11 Pot
P72 Pe2 Ps2 Paz P32 P22 P12 Poz
P73 Pes Ps3 P43 Pz P23 P13 Pos
1 RSV YWY D3s P2s P14 Pos
ST R W ] P3s Pzs P15 Pos 1
P76 Pes Pse Pas [EN NSNS
Ps7 P27 P17 Por

P II I S7 S6 S5 Sa S3 S2 S So

Figure 5.5: Illustration of a unsigned 8-bit multiplication, using the Baugh—Wooley
Algorithm

To allow the full-precision multiplication of sizeo coexist with two
multiplications of size in the same multiplierjstnecessary to modify the partial-product
generation and the reduction tree. For the -bittiplidation in the MSP of the array all
that is needed is to add a control signal that lbanset to high, when the N/2-bit
multiplication is to be computed and to low, whhe full precision multiplication is to be
computed. To compute the N/2-bit multiplicationtive LSP of the array, certain partial
products need to be negated. This can easily bemgished by changing the two-input
AND gate that generates the partial product to e-itwput NAND gate followed by an
XOR gate. The second input of the XOR gate can beensed to invert the output of the
NAND gate. When computing the N/2-bit LSP multiplion, the control input to the
XOR gate is set to low making it work as a buffdthen computing a full-precision
multiplication the same signal is set to high mgkihe XOR work as an inverter. Finally
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* When the DTMAC unit operates in the 2 16-bit MAC deo(DT_MAC), its
energy dissipation per 16-bit multiply-accumulagetion is similar to that of
MAC16-2C. However, the DTMAC unit uses only halethycles of MAC16-2C
to compute all operations, so the surrounding gata circuits are engaged for a
significantly shorter time. This leads to signifitanergy savings for a system in
which the DTMAC unit is integrated

5.4 MULTIPLICATION THROUGH TWIN PRECISION

The twin-precision technique shown in Fig 5.5 isedficient way of achieving
Double Throughput in a multiplier with low area olvead and delafl.he twin- precision
technique on signed multipliers based on the redtigh Performance Multiplier (HPM)
reduction treeThe twin-precision technique can reduce the povsightion by adapting
a multiplier to the bit width of the operands bemmputed. The technique also enables
an increased computational throughput, by alloveiegeral narrow-width operations to be

computed in parallel.

Achieving double throughput for a multiplier is nas straightforward as, for
example, in an adder, where the carry chain cacubet the appropriate place to achieve
narrow-width additions. It is possible to use salenultipliers, where at least two have
narrow bit width, and allow them share the sameimgu but has several drawbacks: i)
The total area of the multipliers would increasece several multiplier units are used. ii)
The use of several multipliers increases the fanobthe signals that drive the inputs of
the multipliers. Higher fan out means longer delags/or higher power dissipation. iii)
There would be a need for multiplexers that contteztactive multiplier(s) to the resuitt.
is not as easy to deploy the twin-precision techaignto a BW multiplication as it is for
the unsigned muiltiplication, where only parts &f ghartial products need to be set to zero.
To be able to compute two signed multiplicatiortsjsi necessary to make a more

sophisticated modification of the partial-products.

For the 4-bit multiplication in the LSP of the arrahere is a need for some more
modifications. In the active partial-product arafythe 4-bit LSP multiplication (shown in

26

the MSB of the result needs to be negated andctimsagain be achieved by using an
XOR gate together with an inverted version of thatml signal for the XOR gates used
in the partial-product generation. The unwanted partialdpcts to zero can be done by
three-input AND gates as for the unsigned multalan.

5.4.1 HPM IMPLEMENTATION

A twin-precision implementation based on the regud’M reduction tree is
shown in Fig.5.6. For high speed and/or low-powrgslementations, a reduction tree with
logarithmic logic depth, such as TDM [9], Dadda Jj1Wallace [11] or HPM [12] is
preferred for summation of the partial productsctSa log-depth reduction tree has the
benefit of shorter logic depth. Further, a log-tieppee suffers from fewer glitches making
it less power dissipating. In fig 5.3, the unsigmedltiplication is implemented in Baugh-
Wooley algorithm in which 4-bit multiplication, stva in white, can be computed in
parallel with a second 4-bit multiplication, shownblack. For simplicity the AND gates
for partial-product generation is not shown anipple carry is used as final adder.

[] Fun adder SGD 8bit
[Fi] Haif sdder

[x] xoR

Partial product for the two.
4 bit multipiications.

SGD 4bit

SGD 4bit

7

Figure 5.6: Block diagram of an unsigned 8-bit twirprecision multiplier
based on the regular HPM reduction tree
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5.5 FLOATING POINT MULTIPLIER IN MULTIPLY
ACCUMULATE UNIT

Floating Point numbers represented in IEEE 754 &rave used in most of the
DSP Processors. Floating point arithmetic is usiefapplications where a large dynamic
range is required or in rapid prototyping applicas where the required number range has
not been thoroughly investigated. The Floating Pditultiplier IP helps designers to
perform floating point Multiplication on FPGA repented in IEEE 754 single precision
floating point format.

5.5.1 FUNCTIONAL DESCRIPTION

A Floating point multiplier is the most common eksmh in most digital
applications such as digital filters, digital sigpaocessors, data processors and control
units. The present Floating Point Multiplier IP hhsee blocks sign calculator, exponent
calculator, mantissa calculator, which works patand a normalization unit. The
Multiplier is pipelined, so the first result appeafter the latency period and then the
result can be obtained after every clock cycle.

Ina
Out
InB »
—_—
Floating Point
Multiplier
IF of
ok | uf
Tst D alid

Figure 5.7: Block diagram of the Floating Point Mutiplier

The Schematic symbol of Floating Point Multiplisrshown in Fig 5.7. It takes two
IEEE 754 format single precision floating point rhens and produces the multiplied
output. It also supports the features like underfloverflow and invalid operations. This
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CHAPTER 6
SIMULATION RESULTS AND DISCUSSION

All PP units of the MAC architectures are basedttus power-efficient Baugh—
Wooley algorithm for partial-product generation ahé HPM partial-product reduction
tree. The accumulate adder is of conditional-sype tgnd has an extension of eight guard
bits (Ng=8). This allows the MAC unit to supporbfms of up to 256 iterations without
requiring the output to be right-shifted to avoicedlow. A final adder based on parallel
algorithm of recurrence equation supports fast tafdiof the PP unit outputs. The
Multiply Accumulate architecture is designed usWigDL and simulated using MODEL
SIM. The performance parameters are synthesized bglinx.

6.1 SIMULATION WAVEFORM OF THREE-CYCLE MAC UNIT

Figure 6.1: Waveform for the three-cycle MAC of opeand size 16 -bit

The inputs of MAC-3C unit x and y are of 16 bitheTmultiplier output is 16-bit
stored in the register (r) and the partial prodyeterated is added with the final adder and
the result stored in the accumulate register ibi8gacc_reg).
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unit consists of two stages, multiplication caltiola and normalization. The first stage
consists of the following three blocks which wonkpiarallel.

« Sgn Calculator: The Output Sign is the exor of two sign bit irgut

« Exponent Calculator: The input exponents are added and the bias isvetnto
produce the exponent of Output.

* Mantissa Calculator: Output Mantissa is calculated by multiplying tmantissa's
of two inputs. Second stage performs Normalizatibthe Output obtained from the first
stage.

« Normalization Block: The normalization is the last and most complidatart. This
block is implemented in three pipelined stages.

This block first calculates how much amount the tisaa needs to be left shifted.
The mantissa is processed in parallel in a numberaalules, each looking at four bits of
the mantissa. The first module looks at first fduts of the mantissa and outputs the
amount to be shifted assuming a one was found esetlfour bits. The second module
operates on the next four bits of the mantissaitrgdirst four bits are zero and outputs
the amount to be shifted left.

This process is repeated for the remaining bitsaftissa. Signals are generated if
the four bits of the mantissa are zero. Dependmthe signal values the amount of shift
is selected. This selection is implemented in threstiplexer stageDepending on the
two leading bits of final mantissa, the final masé is shifted left by previously calculated
shift amount or shifted right. The final exponentlso corrected accordingly.
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Figure 6.2: Waveform for the three-cycle MAC of opeand size 32-bit
The inputs of MAC-3C unit x and y are of 32 bitheTmultiplier output is 32-bit
stored in the register (r) and the partial prodjesterated is added with the final adder and
the result stored in the accumulate register ibi6facc_reg) .
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Figure 6.3: Waveform for the three-cycle MAC of opeand size 48-bit
The inputs of MAC-3C unit x and y are of 48 bitheTmultiplier output is 48-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and
the result stored in the accumulate register ibi96acc_reg).
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Figure 6.4: Waveform for the three-cycle MA of operand size 64-bit
The inputs of MAC-3C unit x and y are of 64 bitseTimultiplier output is 64 -bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register is-b2&acc_reg).

6.2 SIMULATION WAVEFORM OF TWO-CYCLE MAC UNIT

Figure 6.5: Waveform for the two-cycle MAC of operand size 16-bit
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The inputs of MAC-2C unit x and y are of 48 bitheTmultiplier output is 48-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register ibi9€acc_reg).

Figure 6.8: Waveform for the two-cycle MAC of operad size 64-bit
The inputs of MAC-2C unit x and y are of 64 bitheTmultiplier output is 64-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register isti@cc_reg).

6.3 SIMULATION WAVEFORM OF MAC-NEW UNIT

[TETTITE TRVARINE
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Figure 6.9: Waveform for the MAC-NEW of operand siz 16-bit
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The inputs of MAC-2C unit x and y are of 16 bitheTmultiplier output is 16 -bit
stored in the register (r) and the partial prodyesterated is added with the final adder and

the result stored in the accumulate register iso83acc_reg).

Figure 6.6: Waveform for the two-cycle MAC of operand size 32-bit
The inputs of MAC-2C unit x and y are of 32 bitheTmultiplier output is 32-bit
stored in the register (r) and the partial prodyesterated is added with the final adder and
the result stored in the accumulate register ibi64acc_reg).

Figure 6.7: Waveform for the two-cycle MAC of operand size 48-bit
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The inputs of MAC-NEW unit x and y are of 16 bithe multiplier output is 16-
bit stored in the register (r) and the partial pritdgenerated is added with the final adder

and the result stored in the accumulate registg2-it (acc_reg).

Figure 6.10: Waveform for the MAC-NEW of operand sie 32-bit
The inputs of MAC-NEW unit x and y are of 32 bithe multiplier output is 32-
bit stored in the register (r) and the partial pretdgenerated is added with the final adder

and the result stored in the accumulate regist@4-it (acc_reg) .

Figure 6.11: Waveform for the MAC-NEW of operand size 48-bit
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The inputs of MAC-NEW unit x and y are of 48 bithe multiplier output is 48-
bit stored in the register (r) and the partial pretd generated is added with the final adder

and the result stored in the accumulate regist@8-it (acc_reg) .

Figure 6.12: Waveform for the MAC-NEW of operand sze 64-bit
The inputs of MAC-NEW unit x and y are of 64 bithe multiplier output is 64-
bit stored in the register (r) and the partial pretdgenerated is added with the final adder

and the result stored in the accumulate registe28sbit (acc_reg).

6.4 SIMULATION WAVEFORM OF DTMAC UNIT

Jdtmacick

Figure 6.13: Waveform for the Full Precision DTMAC unit
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The inputs of the DT_MAC mode is 2x16 bit in whicBB of the a and b-bit is
taken as 1x16 bit and MSB of the a and b-bit akertaas 1x16 bit. The selection mode is
given 011 and for each consecutive clock cycleabeumulated result is stored in the
DT_MAC.

Figure 6.16: Waveform for the Full Precision Multiplication unit
The inputs of the FP_MULT mode is 32- bit in whistSB of the and b-bit is
taken as two 1x16 bit. The selection mode is gi¥@@ and for each consecutive clock
cycle the multiplication result is stored in the WP

Cursor 1

Figure 6.17: Waveform for the Half-Precision Multiplication unit
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The inputs of the FP_MAC mode is 32 bit in whichBL&f the a-bit and b-bit are
taken as two 16-bits.The selection mode is givehd@l for each consecutive clock cycle
the accumulated result is stored in the FP_MAC.

Jetmacick
Jdmacrst
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Jamac/a
Jdmacfp
Jdtmacicn
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fdmocfp
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Figure 6.14: Waveform for the Half Precision DTMAC unit
The inputs of the HP_MAC mode is 16 bit in whichBL8f the a-bit and b-bit are
taken as two 8-bits.The selection mode is given @td for each consecutive clock cycle

the accumulated result is stored in the HP_MAC.

Figure 6.15: Waveform for the DTMAC unit
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The inputs of the HP_MULT mode is 1x16 bit in alniMSB of the a and b-bit is

taken as two 8-bit.The selection mode is given HoH for each consecutive clock cycle

the multiplication result is stored in the HP_M.

Figure 6.18: Waveform for the Double Throughput Multiplication unit
The inputs of the DT_MULT mode is 2x16 bit in whiMSB of the a and b-bit is

taken as two 16-bit.The selection mode is given &hdl for each consecutive clock cycle

the multiplication result is stored in the DT_M.
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Figure 6.19: Waveform for the Floating Point Multiplier MAC unit
The input of the Floating Point Multiplier is 32it ln which each of exponents (el and

e2) is 8 bit. The mantissa bit (m1 and m2) are 23hd the sign bit (s1 and s2) is 1- S
bit.The accumulation is done by the MAC-NEW 32-bit. m.wa"m:..,.,m -
6.6 SYNTHESIS REPORT OF THE MAC ARCHITECTURE e . .
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: Figure 6.22: Power calculation for 2-C MAC unit of48-bit

Figure 6.20: Power calculation for 3-C MAC unit of16-bit
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Figure 6.25: Power calculation for MAC-NEW unit of 64-bit
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Figure 6.24: Power calculation for MAC-NEW unit of 16-bit
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Figure 6.26: Power calculation for Full Precision TMAC unit
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Figure 6.27: Power calculation for Half PrecisioDTMAC unit

6.7 COMPARISON OF VARIOUS MAC ARCHITECTURES

Table 6.1: Performance Analysis of conventional MAGarchitectures of the operand
size 16 and 32 bit

OPERAND SIZE 16 32 Performance
Evaluation (%)
Architecture MAC-3C | MAC-2C | MAC-3C | MAC-2C 16-bit 32-bit
POWER(MW) 77 70 155 154 9.09 0.65
DELAY(ns) 79.97 79.24 158.94 162.59 0.92 2.29
GATE COUNT 14,885 13,930 52,439 51,32 6.42] 2.13

The performance parameters such as power, delagatectount are tabulated for
the operand size of 16 and 32-bit of the Threeecynid Two-cycle MAC architecture.
The parameters such as power and gate count f@@&AC unit is high in comparison
with the 2-C MAC unit but the delay for the 2-C MAGnit remains high. The
performance is evaluated for the 16 and 32-bit.
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Table 6.4: Performance Analysis of 3-C and MAC-NEWarchitectures of the
operand size 48 and 64 bit

OPERAND 48 64 Performance
SIZE Evaluation (%)
Architecture MAC-3C | MAC-NEW | MAC-3C| MAC-NEW 48-bit 64-bit
POWER(MW) 176 164 224 218 6.82 2.68
DELAY(ns) 161.47 157.22 171.75 168.96 2.64 1.62
GATE COUNT | 58,974 49,180 88,336, 77,903 16.6[1 11.81

The performance parameters such as power, delagateccount are tabulated for
the operand size of 48 and 64 bit of the Threeecyrid MAC-NEW architecture. The
parameter for the 3-C MAC unit is high in companisgith the MAC-NEW unit. The
performance is evaluated for the 48 and 64 bit.

Table 6.5: Comparison of Operating Modes in DTMAC Achitecture

Architecture FP_MAC | HP_MAC | DT_MAC
Power 148 72 144
Delay 153.27 74.21 148.42

Gate Count 42,880 13,356 26,712

The DTMAC operating modes parameters are tabulatedrable 6.5. The
parameters of the FP_MAC are same as 32-bit MAC-Nitbthitecture. The HP_MAC is
same as 16-bit MAC-NEW architecture. The DT_MAC 2x16-bit MAC-NEW

architecture.

Table 6.6 :Parameters of the Floating Point multiger in MAC unit

Parameters

Power (mW 10€
Delay(ns) 73.964
Gate Count 3579
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Table 6.2: Performance Analysis of conventional MAGarchitectures of the operand
size 48 and 64 bit

OPERAND SIZE 48 64 Performance
Evaluation (%)
Architecture MAC-3C | MAC-2C | MAC-3C| MAC2C| 48-bit | 64-bit
POWER(mMW) 176 170 224 221 341 134
DELAY (ns) 16147 | 16302 | 171.75|  173.20 0.96 0.84
GATE COUNT 58974 | 59.091| 88,336 89,132 0.20 0.90

The performance parameters such as power, delagaecount are tabulated for
the operand size of 48 and 64 bit of the Threeecyrid Two-cycle MAC architecture.
The parameters such as power and gate count f&@&AC unit is high in comparison
with the 2-C MAC unit but the delay for the 2-C MAGnit remains high .The
performance is evaluated for the 48 and 64-bit.

Table 6.3: Performance Analysis of 3-C and MAC-NEWarchitectures of the
operand size 16 and 32 bit

OPERAND
16 32 Performance
SIZE Evaluation (%)

Architecture MAC-3C | MAC-NEW | MAC-3C| MAC-NEW | 16-bit | 32-bit

POWER(mW) 77 72 155 148 6.50 452
DELAY(ns) 79.97 7421 158.94 153.27 7.24 35
GATE COUNT | 14,885 13,356 52,439 42,880 1027 1644

The performance parameters such as power, delagaectount are tabulated for
the operand size of 16 and 32 bit of the Threeecyrid MAC-NEW architecture. The
parameter for the 3-C MAC unit is high in companiseith the MAC-NEW unit. The

performance is evaluated for the 16 and 32 bit.
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6.8 POWER ANALYSIS

MAC-3C

= MAC-NEW

MAC-3C  MAC-NEW

Figure 6.28: Power Analysis of MAC-3C and MAC-NEWof the operand size 32 bit
The Power analysis is performed for the MAC-3C and MNEW architecture.
The MAC-3C unit has more power when compared withMAC-NEW architecture due
to the three-pipeline stages.
6.9 DELAY ANALYSIS

MAC-3C
158 MAC-NEW

MAC-3C MAC-NEW

Figure 6.29 :DelayAnalysis of MAC-3C and MAC-NEW ofthe operand size 32 bit
The Delay analysis is performed for the MAC-3C and MAEW architecture.
The MAC-3C unit has more delay when compared with MAC-NEW architecture due
to the three-pipeline stages.
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CHAPTER 7
CONCLUSION AND FUTURE SCOPE

This project presents the estimation of the effitiperformance parameters such as
power, gate count, and delay for the different iyt Accumulate architectures. The
architectures are designed using Baugh-Wooley ighgor The Three-cycle, Two-cycle
and MAC-NEW architecture is simulated through MODEIM and synthesized using
XILINX. The performance parameter of the converaloMAC architecture is compared
with the proposed MAC architecture and the resariéstabulated.

The comparison is made between the MAC-3C and N2&Carchitecture in which the
power and gate count remains high for the MAC-3€ the delay is large for the MAC-
2C due to the removal of the pipeline registeerafhe Partial Product (PP) unit. The
MAC-NEW is compared with the reference architect(véAC-3C) and the results are
tabulated in which the parameters are efficienttierMAC-NEW architecture. As it is an
efficient architecture it is used to create a vilessMAC unit called Double Throughput
MAC unit(DTMAC).As a modification to this projedhe Floating point multiplier is used
in the MAC unit and the parameter are tabulated.

FUTURE SCOPE

The MAC-NEW architecture can be used in the efitidesign of digital signal
processing circuits such as FIR and IIR filter. fsds architecture is efficient in

performance parameters it increases the computatithre filter.
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